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a b s t r a c t

In this paper, we study the problem of optimizing the throughput of streaming applications for heteroge-
neous platforms subject to failures. Applications are linear graphs of tasks (pipelines), with a type associ-
ated to each task. The challenge is to map each task onto one machine of a target platform, each machine
having to be specialized to process only one task type, given that every machine is able to process all the
types before being specialized in order to avoid costly setups. The objective is to maximize the through-
put, i.e., the rate at which jobs can be processed when accounting for failures. Each instance can thus be
performed by any machine specialized in its type and the workload of the system can be shared among a
set of specialized machines.

For identical machines, we prove that an optimal solution can be computed in polynomial time.
However the problembecomesNP-hardwhen twomachinesmay compute the same task type at different
speeds. Several polynomial time heuristics are designed for the most realistic specialized settings.
Simulation results assess their efficiency, showing that the best heuristics obtain a good throughput,much
better than the throughput obtained with a random mapping. Moreover, the throughput is close to the
optimal solution in the particular cases where the optimal throughput can be computed.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

In this paper, we address the issue of mapping a linear chain
of tasks that processes a flow of jobs on heterogeneous resources
subject to failures. Note that the work can be extended to themore
general case when the throughput is not preserved all along the
chain, i.e., the output throughput of the tasks of the pipeline may
be smaller than their input throughput. This may arise for instance
in streaming applications, either because the task operates some
kind of selection on the input data, or when the task is not able to
compute the output, for instance because of failures. So we rather
consider the issue of task failures than machine failures.

A streaming application is composed of a flow of elementary
jobs (job instances of the same size). Each of these elementary jobs
is in turn composed of tasks, linked by precedence constraints.
Thus, the platform must continuously execute instances of
elementary jobs. The objective is to map the tasks onto a
computational platform, consisting of several resources, in order to
optimize the job flow through the platform. The goal is therefore to
maximize the number of job output per time unit (the throughput),
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or equivalently, to minimize the time between two output jobs
(the period). The problem is rather simple when the resources
are homogeneous, but becomes more complex when considering
heterogeneous platforms. The originality of our work is that we
assume that the flow reduction may be linked to the tasks and/or
to the processing resources.

The paper is organized as follows. We first define more
precisely the context and we give an overview of related work
in Section 2. Then we present the framework, define the failure
model and formalize the optimization problems in Section 3. An
exhaustive study on the complexity of these problems is provided
in Section 4: we exhibit some particular polynomial problem
instances, we prove that the remaining problem instances are NP-
hard, and we propose some linear programming formulations to
solve sub-problems. In Section 5, we design a set of polynomial-
time heuristics to solve the most general problem instance. In
Section 6, we conduct extensive simulations to assess the relative
and absolute performance of the heuristics. Finally, we conclude in
Section 7.

2. Context and related work

In the past years, much attention has been paid to workflow
applications on the grid and several workflow management
systems facilitate their execution on the computing resources [1,2].
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Fig. 1. Application example.

We focus in this paper on linear chain streaming applications,
executed on computing grids. In this case, the resources are
distributed, heterogeneous, and may not be reliable enough to
assume that the failure rate can be ignored in themapping strategy.

From the application point of view, we deal with coarse-grain
streaming applications. Applications are a linear graph of tasks
(pipeline) with a type associated to each task. In these streaming
applications, a series of data enters the pipeline and progresses
from task to task until the final result is computed. Examples of
such applications are stream-processing applications composed of
processing elements as in [3], or pipelined query operators with
precedence constraints as in [4], or application based on stream
programming as in [5]. An illustrating example of a streaming
application is an image processing application as presented in [6].
A stream of intra-vascular ultrasound images are captured by
a transducer at a specific rate and sent to the resources to be
processed before being displayed (see Fig. 1). A similar application
is the Synthetic Aperture Radar (SAR) [7], which creates 2D or
3D images from radar signals gathered by a moving sensor. These
images are then used tomake decisions. It is important to note that
for such streaming applications, it is more relevant to optimize the
throughput rather than the total finish time.

The considered resources are typically dedicated execution
resources grouped in a distributed platform, a grid, on which
we process a batch of input data. Each resource of the platform
provides functions or services that are able to handle a task type.
As each task is typed, it can only be processed on a resource that
implements its task type. In the case of computing resources this
model can be illustrated by Software as a Service (SaaS) based
platforms [8]. The considered platforms are heterogeneous as the
resources are usually not uniform and thus the tasks are processed
with different speeds.

Our aim is to efficientlymap and schedule the applications onto
the resources. We target coarse-grain applications and platforms
such that the cost of communications is negligible in comparison to
the cost of computations. In the illustrating example, processing an
image is indeedmuchmore costly than transferring an image. This
is a complex problem (known in the literature as multi-processor
tasks [9,10]) as the considered resources are heterogeneous.
The mapping defines which resource performs which task. So
processing a streaming application on the platform amounts
to enter jobs on the platform and to progress from resource
to resource, following the task chain, until the final result is
computed. After an initialization delay, a new job is completed
every period and it exits the pipeline. The period is therefore
defined as the longest cycle-time of a resource, and it is the inverse
of the throughput that can be achieved. The goal is tominimize the
period, which is equivalent to maximizing the throughput, i.e., the
number of final results that exit the system per time unit. This
approach is different from [4,11] where pipelined query operators
with precedence constraints are ordered to optimize a bottleneck
metric, the slowest stage in the pipeline and the selectivity of the
operators. In our case, the operation order is fixed and we target
the operator mapping on the resources.

Note that optimizing the schedule of a set of tasks on a
heterogeneous platform is complex (NP-hard most of the time), as
we will show later in the paper. Given that the optimization target

in the throughput optimization and that the tasks of a streaming
application remain identical all along the execution, it is worth
to take the time to compute a static assignment before execution
since the execution parameters, and in particular the execution
time of the tasks, do not change during the streaming execution.

Considering platforms such as grids, or clouds, implies to
take failure possibilities into account. Failures cannot be ignored
when applications last for a long time. The failure rate is too
high to assume that no fault will impact the execution. In the
grid context, failures may occur because of the nodes, but they
also may be related to the complexity of the service [12]. So
we consider in our problem that the type of a task affects its
computation requirements and its failure rate. This failure rate
may also depend on the resource itself, platformheterogeneity also
assumes reliability heterogeneity.

Replication is often used to deal with failures in distributed
systems [13,14]. To ensure that a result is output, the same
execution is replicated among several processors. However, a
common property of our target platforms is that we cannot use
replication to overcome the faults. For streaming applications, it
is too costly to replicate each task (maybe several times if we
want a high warranty) and replication shrinks the throughput.
Fortunately, losing a few jobs may not be a big deal; for instance,
the loss of some images in the illustrating examplewill not alter the
result, as far as the throughput is maintained. This failure model is
based on the Window-Constrained [15] model, often used in real-
time environment. In this model, only a fraction of the messages
will reach their destination: for ymessages, only x (x ≤ y) of them
will reach their destination. The y value is called the Window. The
losses are not considered as a failure but as a guarantee: for a given
network, aWindow-Constrained scheduling [16,17] can guarantee
that nomore than xmessageswill be lost for every y sentmessages.

Other researchwork already focuses on streaming applications.
It operates on data sets but most of the time on homogeneous
resources [18]. Other studies as [19,20] target workflow applica-
tion scheduling on grids but more from a practical point of view. A
comprehensive survey of pipelined workflow scheduling is given
in [21] but it does not tackle the fault tolerance issue. In [22] a
computation is considered to be faulty in case where data is lost.
Replication is used to improve the reliability of the system and to
optimize two objective functions, the latency and the reliability.
This is different from the case tackled in this paper as no through-
put change along the pipeline is considered.

In this paper, we therefore solely concentrate on the problem of
period minimization (i.e., throughput maximization), where extra
jobs are processed to account for failures. For instance, if there is a
single task, mapped on a single machine, with a failure rate of 1/2,
a throughput of x jobs per unit time will be achieved if the task
processes 2× x jobs per time unit.

3. Framework and optimization problems

In this section, we define the problems that we tackle. First
we present the application, platform and failure models. Then we
discuss the objective function and the rules of the game before
formally introducing the optimization problems.
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