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• Neighborhood-based Collaborative Filtering faces the privacy issue.
• Private Neighbor Collaborative Filtering provides comprehensive privacy for individuals.
• Recommendation-Aware Sensitivity reduces the magnitude of noise.
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a b s t r a c t

As a popular technique in recommender systems, Collaborative Filtering (CF) has been the focus of
significant attention in recent years, however, its privacy-related issues, especially for the neighborhood-
based CF methods, cannot be overlooked. The aim of this study is to address these privacy issues in the
context of neighborhood-based CF methods by proposing a Private Neighbor Collaborative Filtering (PNCF)
algorithm. This algorithm includes two privacy preserving operations: Private Neighbor Selection and
Perturbation. Using the item-basedmethod as an example, Private Neighbor Selection is constructed on the
basis of the notion of differential privacy, meaning that neighbors are privately selected for the target item
according to its similarities with others. Recommendation-Aware Sensitivity and a re-designed differential
privacy mechanism are introduced in this operation to enhance the performance of recommendations.
A Perturbation operation then hides the true ratings of selected neighbors by adding Laplace noise. The
PNCF algorithm reduces the magnitude of the noise introduced from the traditional differential privacy
mechanism. Moreover, a theoretical analysis is provided to show that the proposed algorithm can resist
a KNN attack while retaining the accuracy of recommendations. The results from experiments on two
real datasets show that the proposed PNCF algorithm can obtain a rigid privacy guarantee without high
accuracy loss.

Crown Copyright© 2013 Published by Elsevier B.V. All rights reserved.

1. Introduction

Currently recommender systems are highly successful on e-
commerce web sites capable of recommending products users will
probably like. Collaborative Filtering (CF) is one of the most popu-
lar recommendation techniques as it is insensitive to product de-
tails. This is achieved by analyzing the user’s historical transaction
data with various data mining or machine learning techniques, e.g.
k nearest neighbor rule, the probability theory and matrix factor-
ization [1]. Accordingly, CF methods are generally categorized into
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the neighborhood-basedmethods and themodel-basedmethods [2].
However, there is potential for a breach of privacy in the recom-
mendation process. The literature has shown that continual ob-
servation of recommendationswith some background information
makes it possible to infer the individual’s rating or even transaction
history, especially for the neighborhood-based methods [3]. This is
usually referred to as a KNN attack, in which an adversary can infer
the rating history of an active user by creating fake neighbors based
on background information [3]. In this paper, we aim to grapple
with the privacy preserving issue in the context of neighborhood-
based CF methods.

Typically, a collaborative filtering method employs certain tra-
ditional privacy preserving approaches, such as cryptographic, ob-
fuscation and perturbation. Among them, Cryptographic is suitable
formultiple parties but induces extra computational cost [4,5].Ob-
fuscation is easy to understand and implement, but the utility will
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decrease significantly [6,7]. Perturbation preserves high privacy
levels by adding noise to the original dataset, but the magnitude
of noise is subjective and hard to control [8]. Moreover, these tra-
ditional approaches suffer from a common weakness: the privacy
notion is weak and hard to prove theoretically, thus impairing the
credibility of the final result. In order to address these problems,
differential privacy, a more rigid notion, has been recently pro-
posed [9,10]. Differential privacy provides a strong and provable
privacy definition that can quantify the privacy risk to individuals.

Differential privacy was introduced into CF by McSherry
et al. [11], who pioneered a study that constructed the private co-
variance matrix to randomize each user’s rating before submitting
it to the system.Machanavajjhala et al. [12] presented a graph link-
based recommendation algorithm and formalized the trade-off be-
tween accuracy and privacy. Both of them employed the Laplace
noise to mask accurate ratings so the actual opinions of an individ-
ual were protected.

Although differential privacy is promising for the privacy pre-
serving CF due to its strong privacy guarantee, it still has some
limitations and research barriers. More specifically, there are two
weaknesses in existing work:

• Existing methods usually fail to hide similar neighbors, which
makes CF vulnerable to KNN attack. This kind of attack was first
mentioned in Calandrino’s work [3]. When CF provides sim-
ilar users or items explicitly or implicitly, the adversary can
infer the rating history of a target user by creating fake neigh-
bors based on background information. The KNN attack is con-
sequently referred to as a serious privacy violation. Existing
privacymethods only protect the rating of the users, but not the
users themselves. In actual fact, neighbors can reveal sensitive
information about a target user.

• Differential privacy usually induces a large noise that affects the
quality of the selected neighbors. Existing work usually leads
to significant accuracy loss when obtaining sufficient privacy.
The large noise occurs for two reasons: the high sensitivity and
thenaivemechanism. Informally, sensitivity calibrates the infor-
mation that needs to be hidden in a query when an individual is
deleted in thedataset. It directly determines the size of thenoise
to be added to each query [9]. Unfortunately, the queries
employed in recommendation techniques always have high
sensitivity, followed by the addition of large noise. Naive mech-
anism is another issue that leads to high noise. Previous work
directly uses the differential privacy mechanism and disregards
the unique characteristics of recommendations, thus negatively
affecting the recommendation performance.

To overcome theseweaknesses in neighborhood-based CFmeth-
ods, we propose a Private Neighbor Collaborative Filtering (PNCF )
algorithm in this paper. This idea is based on two observa-
tions. Firstly, all possible privacy leakage should be considered.
For example, both the ratings and the neighbors are targets that
need protection. However, prior work ignores the protection of
neighbors. Secondly, sensitivity and mechanism should be inte-
grated with the requirement of applications. Differential privacy
was initially proposed as a promising solution to private counting
queries [10], whose sensitivity is much lower than operations in CF.
Hence an adaptive mechanism is expected. The proposed PNCF al-
gorithm design is based on these two observations to provide com-
prehensive privacy for individualswhileminimizing the accuracy loss
of recommendations.

To achieve the objective, three issues will be addressed in this
paper:

• How to preserve the neighborhood privacy? Both a user’s neigh-
bors and the original ratings will be hidden in a private CF. How
to protect neighbors is the primary issue that needs to be con-
sidered. We provide Private Neighbor Selection in our algorithm

to reduce the probability that an adversary will infer similar
users or items from candidates. Independent Laplace noise is
then added to hide a user’s original rating scores. These privacy
preserving steps will protect both neighbors and ratings.

• How to define sensitivity for recommendation purposes? Tradi-
tional sensitivitymeasurement is not suitable for CF due to high
dimensional input. How to define a new sensitivity is another
issue to be addressed. To preserve the performance, we define
a practical Recommendation-Aware Sensitivity for CF, which re-
duces the magnitude of noise when compared with the tradi-
tional sensitivity.

• How to design the exponential mechanism for CF? The perfor-
mance of neighborhood-based methods is largely dependent on
the quality of selected neighbors. The third issue is how to en-
hance the quality of selected neighbors in a privacy preserving
process. A naive differentially private mechanism leads to infe-
rior quality neighbors. Enhancing the quality of neighbors will
be a promising way to improve performance. By re-designing
the private selection mechanism, we retain the accuracy from
the final output result.

The rest of this paper is organized as follows. We present the
preliminaries in Section 2, and propose the PNCF algorithm in Sec-
tion 3. In this section, we also undertake theoretical analysis on
sensitivity in the privacy preserving stage. Section 4 presents re-
sults from the experiments, followed by the conclusion in Sec-
tion 5.

2. Preliminaries

In this section, we introduce the foundational concepts in both
differential privacy and collaborative filtering, and briefly review
the related work.

2.1. Foundational concepts

2.1.1. Notation
Let U = {u1, u2 . . . , un} be a set of users and I = {t1, t2 . . . , tm}

be a set of items. The user × item rating dataset R is represented
as a n × m matrix, which can be decomposed into row vectors:
R = [u1,u2, . . . ,un]

T and ua = [ra1, ra2, . . . , ram]. The row vector
ua corresponds to the user ua’s rating list, and rai denotes the rating
that user ua gave to item ti. R can also be represented by column
vectors: R = [t1, t2, . . . , tm] and ti = [r1i, r2i, . . . , rni]. For each
ti, s(i, j) represents its similarity with item tj.Nk(ti) denotes the set
of item ti’s k neighbors, and Uij = {ux ∈ U|rxi ≠ ⊘, rxj ≠ ⊘}

denotes the set of users, co-rating on both item ti and tj. s(i, j)
denotes the similarity between ti with tj.

2.1.2. Collaborative filtering
Collaborative Filtering (CF), is a well-known recommendation

technique and can be further categorized into the neighborhood-
based methods and the model-based methods [13]. The neighbor-
hood-basedmethods are generally based on the k nearest neighbor
rule (KNN), and provide recommendations by aggregating the
opinions of a user’s k nearest neighbors [14].

Two stages are involved in neighborhood-based methods: the
Neighbor Selection and the Rating Prediction. In the Neighbor Selec-
tion stage, the similarity between any two users or any two items
are estimated, and correspond to the user-based methods and the
item-basedmethods. Variousmeasurementmetrics have been pro-
posed to compute the similarity. Two of the most popular ones are
the Pearson Correlation Coefficient (PCC) and Cosine-based Similarity
(COS) [15]. Neighbors are then selected according to the similarity.

For any item ti in the Rating Prediction Stage, all ratings on ti by
users in Nk(ua) will be aggregated into the predicted rating r̂ai by
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