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h i g h l i g h t s

• Mono-objective greedy schedulers perform poorly in terms of energy efficiency.
• MOHEFT outperforms HEFT and greenHEFT in both makespan and energy consumption.
• MOHEFT increases energy efficiency with small hits on makespan.
• Energy consumption reduced by up to 34.5% with only 2% makespan overhead.
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a b s t r a c t

Workflow applications are a popular paradigm used by scientists for modelling applications to be run on
heterogeneous high-performance parallel and distributed computing systems. Today, the increase in the
number and heterogeneity of multi-core parallel systems facilitates the access to high-performance com-
puting to almost every scientist, yet entailing additional challenges to be addressed. One of the critical
problems today is the power required for operating these systems for both environmental and finan-
cial reasons. To decrease the energy consumption in heterogeneous systems, different methods such as
energy-efficient scheduling are receiving increasing attention. Current schedulers are, however, based on
simplistic energy models not matching the reality, use techniques like DVFS not available on all types of
systems, or do not approach the problem as amulti-objective optimisation considering both performance
and energy as simultaneous objectives. In this paper, we present a new Pareto-based multi-objective
workflow scheduling algorithm as an extension to an existing state-of-the-art heuristic capable of com-
puting a set of tradeoff optimal solutions in terms of makespan and energy efficiency. Our approach is
based on empirical models which capture the real behaviour of energy consumption in heterogeneous
parallel systems. We compare our new approach with a classical mono-objective scheduling heuristic
and state-of-the-art multi-objective optimisation algorithm and demonstrate that it computes better or
similar results in different scenarios. We analyse the different tradeoff solutions computed by our algo-
rithm under different experimental configurations and we observe that in some cases it finds solutions
which reduce the energy consumption by up to 34.5% with a slight increase of 2% in the makespan.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Precedence-constrained parallel applications, also known as
workflows, are a popular paradigm used by scientists for mod-
elling large applications. Most of these applications have to deliver
results as fast as possible and thus require parallel or distributed
computation for decreasing their execution time. A major chal-
lenge in this case is to achieve the ‘‘best’’ schedule of the workflow
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tasks onto the available resources that minimises its execu-
tion time—a well-known NP-complete problem. Nowadays, high-
performance parallel computing is available to almost any scientist
or researcher. Along with their many advantages, these facilities
introduce new challenges such as the considerable amount of en-
ergy required in today’s data centres. Besides the green implica-
tions of energy savings, Hamilton [1] reported that the financial
expenditure for the energy consumption of Amazon’s data cen-
tres in a period of fifteen years accounts for 19% of its total budget
and that 23% of the same budget represents the cost of maintain-
ing the cooling infrastructure. Under these circumstances, energy
efficiency is becoming an important objective for computing
infrastructure providers due to its environmental and financial im-
plications.
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Reducing the energy consumption while maintaining the qual-
ity of the service in terms of performance has therefore become a
major research challenge. The existing works mainly address this
issue through the use of Dynamic Voltage and Frequency Scaling
(DVFS), which enables online adjustment to voltage and frequency
in CMOS circuits [2–4]. By applying this technique to different
CPUs in a heterogeneous parallel system, it is possible to have re-
sources working at their highest speed, and implicitly at peak en-
ergy consumption, while executing time-critical tasks. Conversely,
they will be tuned to work at a lower speed with lower energy
consumption while executing non-critical tasks. In such systems,
the user is confronted with a set of resources working at different
speeds and with different characteristic energy consumptions.

In these circumstances, workflow scheduling must be formu-
lated as a multi-objective optimisation problem (MOP) aiming at
optimising two possibly conflicting criteria: makespan and energy
consumption for executing the workflow. The main characteris-
tic of MOPs is that no single solution exists that is optimal with
respect to all objectives, but a set of tradeoff solutions known as
Pareto set or Pareto front, depending on if we refer to the domain
or co-domain of the functions to be optimised. The property of the
solutions on the Pareto set/front is that they cannot be simulta-
neously improved with respect to all objectives. In our particular
case, it is likely that no single schedule simultaneously minimises
makespan and energy consumption. Instead, there will be a set of
solutions with a different tradeoff between makespan and energy
consumption.

In this paper, we present a holistic approach for an energy-
efficient workflow scheduler for heterogeneous systems, capable
of computing a set of tradeoff solutions in a single run. Ourmethod
called MOHEFT is an extension of the Heterogeneous Earliest Fin-
ish Time (HEFT) algorithm [5], one of the most popular algorithms
for workflow scheduling. HEFT is based on the assumption that the
execution time of each workflow task is known on each resource,
which is not always realistic for highly dynamic distributed sys-
tems consisting of a large number of multi-core processors shar-
ing resources (e.g. bus, caches) and affected by the external load
caused by other concurrent tasks. To overcome this drawback,MO-
HEFT relies on empirical models for execution time of workflow
tasks and their entailed energy consumption. These models are
based on the knowledge extracted from historical executions, re-
flecting the behaviour of real multi-core CPUs with different levels
of energy consumption depending on the number of cores used and
their individual level of utilisation, and predicting it for new un-
seen resources. While we do look into the external load generated
by different workflow tasks, we do not consider multi-tenancy in
our approach, as scientific applications, including workflows, are
typically highly specialised and customised applications owned by
individual scientists and tuned for their particular temporary re-
search needs.

The contributions of this paper in the area of energy-efficient
scheduling are as follows.
1. Identification of fine-grained levels of energy consumption in a

multi-core CPU. Thorough extensive experimentation, we mea-
sure the energy consumption and performance of different
multi-core CPUs with different number of cores used. The ex-
periments show that the performance of individual cores de-
creases with the concurrent number of cores used, while the
energy efficiency increases.

2. Use of empirical models for energy consumption and performance
based on real data. We build neural network-based empirical
models for time and energy consumption of CPU-intensive tasks
based on historical executions on heterogeneous sets of ma-
chines. Our approach considers external load coming from tasks
of the same as the one being modelled; however, we plan in fu-
turework to extend itwith training information about the types
of tasks defining the external load.

3. A multi-objective energy-efficient scheduling algorithm. We
present an algorithm capable of computing workflow sched-
ules representing tradeoffs between energy consumption and
makespan. We prove thorough an extensive experimentation
that our algorithm computes solutionswith the same or shorter
makespan than HEFT and with lower energy consumption
than HEFT and greenHEFT, an ad-hoc greedy algorithm for en-
ergy optimisation. MOHEFT also outperforms the most popular
multi-objective optimisation algorithm,NSGA-II [6], computing
solutions with shorter makespan and lower energy consump-
tion.

4. Analysis of the impact of differentworkflow characteristics and dif-
ferent resources on the tradeoff solutions. We carry out a thor-
ough evaluation of our proposal under different circumstances:
number of tasks, homogeneous resources in terms of speed and
energy consumption, or heterogeneous resources. Our aim is to
analyse the performance of MOHEFT versus other algorithms
and the impact of different scenarios on the computed tradeoff
solutions.

The rest of this paper is structured as follows. The next section
formally describes our problem and introduces some background
on multi-objective optimisation. Related works on energy mod-
elling, multi-objective workflow scheduling and energy-efficient
scheduling are analysed in Section 4. After that, we describe the
modelling approach followed in this paper. Section 6 introduces
MOHEFT. The evaluation of our algorithm and the analysis of the
obtained results is included in Section 7. Finally, we present the
main conclusions and future work in Section 8.

2. Formalism

Our problem consists in scheduling a workflow application’s
tasks on a set of available heterogeneous resources in such a way
that the makespan and the energy consumption of its execution
are minimised. We introduce in the remainder of this section a
simple but realistic formalism that defines the workflow, resource
environment, and the metrics targeted.

2.1. Workflow application

We model a workflow application as a directed acyclic graph
(DAG),W = (A,D) consisting of n tasks or activities:A =

n
i=1{Ai},

interconnected through control flow and data flow dependences,
D, defined as

D =


Ai, Aj,Dataij

|

Ai, Aj


∈ A× A


,

where Dataij represents the size of the data needed to be trans-
ferred from activity Ai to activity Aj. In the remainder of this pa-
per, we use the terms activity and task interchangeably. We use
pred (Ai) = {Ak|∀ (Ak, Ai,Dataki) ∈ D} to denote the set of prede-
cessorsof activityAi (i.e.Ai’s parents to be completed before starting
it). Every activity Ai ∈ A is characterised by its length (orworkload)
measured for example in the total number of instructions, which
affects its execution time and the energy consumption.

2.2. Resource environment

We assume a hardware platform consisting ofm heterogeneous
resources R = ∪m

j=1 Rj. Each resource Rj ∈ R is described by a set of
nine different characteristics which influence the number of ma-
chine instructions per second it is able to process, and the energy
it consumes during this. A brief description of these nine charac-
teristics is summarised in Table 1. We use sched(Ai) to denote the
resource on which activity Ai is scheduled to be executed.
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