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• The idea of isoenergy maps is introduced.
• Three models of energy consumption are proposed.
• Isoenergy maps for the proposed models are studied.
• Scalability of energy optimizations and their limitations are analyzed.
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a b s t r a c t

Energy consumption has become a factor limiting further progress of supercomputing. Grasping the re-
lationships determining the transformation of energy into computations is often difficult. Therefore, we
propose a new method of visualizing the relationships as two-dimensional maps similar to isotherms or
isobars in weather maps. Complex models of energy consumption are projected onto two-dimensional
maps with isolines representing points of equal energy consumption. As an illustration of the concept,
we present isoenergy maps for three models of parallel computations. The first two models are derived
from Amdahl’s and Gustafson’s laws of parallel performance. The third model applies to divisible loads
representing data-parallel computations in distributed systems. Equal-energy maps for the three mod-
els provide qualitative and quantitative insights into the interactions between certain energy-saving ap-
proaches, and their consequent limitations.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Energy consumption is limiting further growth of supercom-
puters and datacenters [1–4]. For example, the top supercom-
puter in the June 2012 top500 list uses 7.9 MW to deliver 16.3E15
flops [5]. Scaling this technology to 1 exaflop would require
roughly 480 MW. Such an installation would be prohibitively ex-
pensive and environmentally burdening. Thus, understanding the
interactions between the determinants of energy use is essential
for designing future computer systems.

Reduction of energy use can be achieved in many ways: by
optimizing hardware, applications, and the methods of manag-
ing them. Possible hardware optimizations consist in efficient con-
struction of CPU, memory, I/O and network devices, electric power
distribution, and cooling systems. It is also necessary to open gates
in the hardware to allow for power management. These can be,
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for example, CPU dynamic voltage and frequency scaling (DVFS),
slowdown and suspension modes of RAM, I/O devices under the
ACPI framework, and similar methods for the network equipment.
The management techniques are scheduling algorithms that coor-
dinate the low-energymodes of the hardware with the state of the
machine, network, and applications so that an acceptable trade-off
between the performance and energy cost is found. Application en-
hancements consist in compiler optimizations, tuning application
parameters, and designing energy-efficient algorithms right from
the start. All these approaches interact with each other in the com-
puting platform and the application.

As the techniques mentioned above are not completely inde-
pendent, the savings achieved in one way may expose deficien-
cies elsewhere [6]. For example, parallelizing applications reduces
the runtime and the cost of holding the computing equipment. But
this hinges on communication, and hence on the efficiency of the
network equipment. DVFS and I/O suspension methods reduce the
computer power consumption, but this effect may be limited by
the energy wasted in electric power supply and cooling systems.
Furthermore, effective use of slowdown and suspensionmodes ex-
poses the need for the specialized scheduling algorithms. Hence, it
is necessary to have a global view of the factors and the optimiza-
tion techniques, to understand their interrelated limitations and
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coordinated contribution to energy consumption. In this paper, we
propose a new technique of visualizing relationships determining
the performance of changing energy into computation.

The method is based on the idea of isolines widely used in sci-
ence and engineering as, for example, cartography contour lines,
isotherms, isobars, isogones, etc. This technique is building under-
standing of sensitivities and relationships in many systems and
is guiding decision making. Here, maps with points of equal en-
ergy consumption (the isolines) will be presented. The relation-
ships determining energy consumption can be perceived as a set
of points of equal energy consumption in the multidimensional
space of the system and application parameters. The proposed vi-
sualizationmethod is a projection of such amultidimensional body
onto a plane of just two parameters; this will be called an isoen-
ergy map. Formally, the isoenergy map may be defined as follows.
Let E(x1, . . . , xn) be the energy usage depending on parameters
x1, . . . , xn. Isoenergymap IM(xi, xj) is a scalar field in domain xi×xj
with values E(x1, . . . , xn), where the parameters in set {x1, . . . ,
xn} \ {xi, xj} are constant. An isoenergy line in IM(xi, xj) is a set of
points in IM(xi, xj) with E(x1, . . . , xn) = const. For simplicity of
perception, we will be referring to isoenergy maps as to collec-
tions of isoenergy lines, rather than fields of scalars. Before pro-
ceeding further, let us make a few observations on the patterns in
isoenergy maps. A diagonal line in an isoenergy map means that
changes in one parameter (e.g., xi) must be accompanied by appro-
priate changes in the other parameter (xj) to keep the energy con-
stant. Lines perpendicular to one axis mean that the parameter on
this axis dominates the energy usage. An isoline parallel to an axis
means that changes of the parameter on that axis will not reduce
the energy usage. A negative gradient of the scalar field shows the
direction of possible energy savings. Thus, the relationships in the
isoenergy maps guide decision making because they indicate the
changes necessary to control energy use.

To perform a mapping of the multidimensional body of equal-
energy points onto an isoenergy map, the body must be known.
Equivalently, this means that a method of energy calculation for
the given system and application parameters must be known. En-
ergy consumption can bemeasured in existing systems, but not for
systems yet to be built. It is economically unacceptable to build, for
example, a big datacenter, just to check what would be the effect
on performance of some system parameter tuning. Therefore, we
are bound to use models of energy consumption to give directions
for the changes needed. In this paper,wepropose analyticalmodels
of energy consumption in parallel processing. The first twomodels
are derived from Amdahl’s [7] and Gustafson’s speedup laws [8].
The third model is more detailed, and applies to divisible compu-
tations which represent data-parallel computations in distributed
systems [9]. The contributions of this paper can be summarized as
follows.

• The idea of isoenergy maps is introduced.
• Models of energy consumption are proposed.
• Isoenergy maps for the proposed models are studied for grasp-

ing the relationships guiding energy conservation optimiza-
tions and their limitations.

The rest of the paper is organized as follows. In the next section,
we give an account on the work related to our study. In Section 3,
energy use models and isoenergy maps for multicore systems
are proposed. Similarly, the energy use model for divisible com-
putations and the method of constructing the isolines are given
in Section 4. The corresponding isoenergy maps are discussed in
Section 5. The last section is dedicated to the conclusions. Notation
used in the paper is summarized in Table 1.

Table 1
Summary of notation.

Symbol Meaning

A Computing rate (s/byte); see Section 4
C Communication rate (s/byte); see Section 4
E Energy (e.g. J)
f Size of parallel part of the computation (Section 3)
k Power reduction factor for the idle state
m Number of processors
PC Processor power in active state (W); see Section 4
PN Network power in active state (W); see Section 4
S Communication startup time (s); see Section 4
V Size of load (bytes); see Section 4

2. Related work

Optimization of system and application energy use has been ap-
proached fromdifferent directions: for example, as ameasurement
andmodeling issue, a scheduling andmanagement issue, or a soft-
ware and hardware construction problem.

Publications [10–14] serve as examples of the measurement
and modeling direction. The energy cost and performance loss of
parallel applications executed at different energy gears are em-
pirically studied in [10]. An energy gear is a voltage–frequency
combination of a CPU. In [11], multi-variable linear regression is
used to model the execution time and energy consumption of the
high-performance Linpack benchmark. In [12], a problem of con-
structing the shortest schedule for multi-phase parallel computa-
tion,meeting the energy limit, is considered. The energy usemodel
distinguishing energy used in communication and in computa-
tion is experimentally validated. An index of iso-energy-efficiency
is introduced in [13], as the ratio of the energy consumed in se-
quential computation to the energy consumed in parallel com-
putation. Let us observe that, despite the similarity of the name
the iso-energy-efficiency of [13] is conceptually different than the
isoefficiency in [15–17] and the isoenergymaps in this paper. Anal-
ogously to [15–17], we consider isolines as relations (in themathe-
matical sense) linking systemand applicationparameters such that
the energy needed for the computation is constant. In [14], Am-
dahl’s law is used to construct a general analytical model of energy
consumption in multicore processors. The above papers introduce
models of energy consumption. Some of the models are very de-
tailed and tailored to a single platform and algorithm. Also, in this
paper, we use energy consumptionmodels. However, models with
broader applicability will be used.

Energy optimization as amanagement and scheduling issue has
been tackled in many publications. Scheduling parallel applica-
tions using various DVFS, low-power modes, virtualization, and
load-shifting techniques under timing constraints is considered,
for example, in [12,18–20]. Insofar as every scheduling model can
be turned into a performance evaluation model, in this paper we
use a scheduling model to evaluate performance.

The problem of effective algorithms, hardware, and their co-
design has been studied, for example, in [21–23,6,24,25]. The issue
of energy-efficient algorithms can be illustrated with the example
of data compression. It is believed that compression may provide
performance benefits and energy savings when transferring data
between remote computers or different levels of memory hierar-
chy. However, it is demonstrated in [22,25] that the real picture is
much more complicated. Only some compression algorithms, for
some types of data, give any gain in energy. In [23], techniques of
energy-efficient hardware and software design are reviewed. The
authors distinguish three phases of system design: modeling and
conceptualization, design and implementation, and runtime oper-
ation. Construction of efficient interconnections for big datacenters
is studied in [21,24]. It appears that not only do computers con-
sume considerable power, but also networking does. It is observed
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