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h i g h l i g h t s

• We propose an autonomic management model for Cloud resources.
• We extend Open Cloud Computing Interface to describe our autonomic model.
• We illustrate our autonomic model with an approach for Business Processes elasticity.
• We propose a formal approach for Business Processes elasticity.
• We show the efficiency of our approach on a realistic Cloud environment.
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a b s t r a c t

Cloud Computing is gainingmore andmore importance in the Information Technologies (IT) scope. One of
the major assets of this paradigm is its economic model based on pay-as-you-gomodel. Cloud Computing
gets more attention from IT users when it fits their required QoS and reduces their expenses. This task
cannot be done without increasing the autonomy of the provisioned Cloud resources. In this paper,
we propose a holistic approach that allows to dynamically adding autonomic management facilities to
Cloud resources even if they were designed without these facilities. Based on the Open Cloud Computing
Interface (OCCI) standard, we propose a generic model that allows describing the needed resources to
render autonomic a given Cloud resource independently of the service level (Infrastructure, Platform or
Software). Herein, we define new OCCI Resources, Links and Mixins that allow provisioning autonomic
Cloud Resources. In order to illustrate our approach, we propose a use case that specializes our autonomic
infrastructure to ensure the elasticity of Service-based Business Processes (SBPs). The elasticity approach
that we are using is based on a formal model that features duplication/consolidation mechanisms and a
generic Controller that defines and evaluates elasticity strategies. To validate our proposal, we present
an end to end scenario of provisioning an elastic SBP on a public PaaS. Evaluation of our approach on a
realistic situation shows its efficiency.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Cloud Computing is a challenging area involving different as-
pects of IT (Information Technologies) services. Its adoption is in-
creasing due its economic model based on pay-as-you-gomodel. A
survey conducted by the Cloud Industry Forum [1] in 2012 involv-
ing 300 companies shows that 53% of the companies are currently
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adopting the Cloud. The same survey showed that 73% of them are
planning to increase their adoption of Cloud services in the next 12
months. The adoption of Cloud could increase rapidly if providers
prove their ability to continuously ensure the required Quality of
Service (QoS). Indeed, this is a challenging task because Cloud re-
sources are exposed to dynamic evolution during their life-cycle.
This evolution is due to the environment dynamic. In order to pre-
serve the QoS in such environment, an autonomic infrastructure
should be offered by the Cloud provider. This infrastructure has to
enable dynamic monitoring of resources and their adaptation with
minimal cost and performance degradation.

Autonomic management [2] is the ability to manage comput-
ing resources automatically and dynamically to respond to the
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requirements of the business based on Service Level Agreement
(SLA). Autonomic computing is usually represented by an auto-
nomic MAPE (Monitor, Analyze, Plan and Execute) loop. This loop
consists on harvesting monitoring data, analyzing them and gen-
erating reconfiguration actions to correct violations (self-healing
and self-protecting) or to target a new state of the system (self-
configuring and self-optimizing). We advocate that coupling Auto-
nomic management with Cloud computing allows to maintain the
QoS of Cloud resources and reduces their costs. However, this cou-
pling remains critical and challenging since Cloud environments
are composed of heterogeneous resources [3].

Cloud resources provisioning relies on SLA that includes non-
functional requirements of services specified as QoS [4]. QoS is
an important concept that informs users about their consumed
services [5,6]. Obviously, using autonomic management in the
Cloudwill enhance theQoS of resources. In this paper,wewill focus
on the use case of the elasticity. We advocate that elasticity is a
critical facility that preserves a high level of QoS. The principle of
elasticity is to ensure the provisioning of necessary and sufficient
resources such that a Cloud service continues running while
ensuring the needed QoS even as the number or quantity of its use
scales up or down, thereby avoiding under-utilization and over-
utilization of resources [7].

In this paper,wepropose a genericmodel that allows adding au-
tonomic management facilities to any Cloud resource. This model
covers all the functions defined within the autonomic MAPE loop.
To support our generic model, we propose an extension for Open
Cloud Computing Interface (OCCI) standard to add the needed
mechanisms. Our extension entails the definition of new OCCI En-
tities and Mixins that could be dynamically used to establish an
autonomic loop around any Cloud resource. To illustrate the usage
of our approach, we propose to specialize the autonomic infras-
tructure tomanage the elasticity of Service-based Business Process
(SBPs). This kind of business processes are being increasingly de-
ployed and executed in Cloud environments. Since the elasticity of
platforms, process engines and service containers is not sufficient
to ensure the elasticity of the deployed business processes [8], we
advocate that these latter should be provided with their own elas-
ticitymechanisms to allow them to dynamically adapt to thework-
load changes. The main challenges in this direction are to define
the neededmechanisms to perform elasticity of SBPs, and a way to
couple thesemechanismswith a Controller in order to ensure SBPs
elasticity.

The remaining part of this paper is organized as follows. In Sec-
tion 2, we propose our generic infrastructure to support autonomic
management of Cloud resources. Then, in Section 3, we present
our extension of OCCI standard to describe autonomic manage-
ment resources. The extension entails all OCCI Entities and Mixins
that allow the establishment of an autonomic loop around a given
Cloud resource. To give more understanding of our approach, in
Section 4, we propose to specialize our infrastructure in order to
support elasticity of SBPs as a specific kind of Cloud resources. We
chain up with the validation of our approach in Section 5, which
contains the different aspects of our implementations and some
experiment results. Further, we present some relatedworks in Sec-
tion 6 before listing our conclusions and perspectives.

2. Autonomic management for Cloud resources

IBM [2] defines Autonomic Computing as the ability to manage
computing resources that automatically and dynamically respond
to the requirements of the business based on SLA. In our work,
we are interested in Cloud environments. Such environments are
composed of an increasing number of heterogeneous resources.
The management of these resources is becoming more and more
complex. We advocate that management tasks like monitoring,

Fig. 1. Autonomic control loop for a Cloud resource.

configuration, protection, optimization are not themain functional
objective of most resources, but if they are not properly addressed,
these resources cannot accomplish their tasks. The challenge, then,
is to enable autonomic management to take control of all these
non functional tasks, letting the developers focus on the main
functional goals of the resource. In order to really free developers
from the burden of autonomic management features on their
applications, there must exists a way to dynamically add these
features to Cloud resources.

Autonomic management is usually presented as a Monitor,
Analyze, Plane and Execute (MAPE) loop. In the following we will
detail each function of this loop.

2.1. MAPE: monitor, analyze, plan and execute

Autonomic management features for Cloud resources are pre-
sented in Fig. 1. In this autonomic loop, the central element rep-
resents any Cloud resource for which we want to exhibit an
autonomic behavior. For this loop we need monitoring mecha-
nisms to collect information about the managed Resource. We
need also configuration mechanisms to carry out changes to the
managed Resource.

The different functions of the autonomic control loop are
defined as: (1) Monitor function that provides the mechanisms
to collect, aggregate, filter and report monitoring data collected
from a managed Resource; (2) Analyze function that provides
the mechanisms that correlate and model complex situations
and allow the autonomic manager to interpret the environment,
interpret the current state of the system and predict future
situations; (3) Plan function that provides the mechanisms that
construct a plan of actions needed to achieve a certain goal, usually
according to some guiding strategies; and (4) Execute function that
provides the mechanisms to control the execution of the plan over
the managed Resources.

2.2. MAPE for Cloud resources

The use of autonomic capabilities in conjunction with Cloud
computing provides an evolutionary approach inwhich autonomic
computing capabilities anticipate runtime resource requirements
and resolve problems with minimal human intervention. To add
autonomic management features for Cloud resources, we propose
to dynamically add the needed resources and extensions to ensure
the MAPE (Monitor, Analyze, Plan and Execute) functions. It is
obvious that Monitor and Execute functions are tightly coupled
with the resource itself. Consequently, we propose to dynamically
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