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h i g h l i g h t s

• We propose a three-tier zone based VM image storage model.
• Zone-based model balances requirements of performance, resources, and overhead.
• The zones and caches in Zone-based model have high scalability and availability.
• A friendly VM placement strategy is proposed to improve IO performance of VMs.
• We evaluate some popular models and conclude their advantages and disadvantages.
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a b s t r a c t

As one of the most prevalent cloud services, Infrastructure-as-a-Service provides virtual machines (VMs)
with high flexibility. How to effectively manage a huge amount of VM images becomes a big challenge.
On one hand, images affect VMs’ disk IO performance significantly, which is essential to the quality of
services, especially for those having intensive disk IO workloads. On the other hand, they consume many
storage resources and cause much management cost, which is cared by cloud managers. Current ways
to optimize images usually focus on either improving performance or decreasing image size, which un-
fortunately cannot satisfy the requirements of high IO performance, low storage consumption, and low
management cost simultaneously. Typically, high IO performance requires images storing close to VMs,
but this increases redundant data and consumes extra storage at the same time. Besides, a closer image
means more data stored in local disks rather than a normal shared storage, which increases manage-
ment cost as well. In this paper, we analyze these requirements and potential tradeoffs among them, and
propose Zone-based model to well balance the requirements. We partition computing nodes into many
zones, and construct a shared storage in each zone to cache hot data for high IO performance and low stor-
age consumption. In addition, we improve the normal Copy-on-Write and cache mechanisms, providing
new image types and cache functions to enhance the eventual effectiveness. The evaluations show that,
our solution improves IO performance by more than 100% in general and even 10 times while adopting a
friendly VM placement strategy, and gets close or less storage consumption and management cost than
the other models at the same time.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Depending on the virtualization technology, clouds convert
physical resources to virtual resources billed under the ‘‘pay-as-
you-go’’ form, which significantly improves resource utilization
and reduces users’ costs. One of the basic and widely provided
cloud services is Infrastructure-as-a-Service (IaaS) [1], which
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provides a customizable computing environment saved in a vir-
tual machine (VM) image. Generally, a virtual machine runs on a
physical machine, looking as a complete and independent opera-
tion environment, while an image acts as a virtual disk, storing the
operating system and applications of a VM, just as the disk to a
physical machine.

In IaaS clouds, most images are mounted as virtual disks to
respond IO requests during VMs’ running, and are stored as or-
dinary files to persist complete computing environment during
VMs’ shutting. With rapid growth of VMs in clouds, how to man-
age their images effectively becomes a big challenge. On one hand,
storing and organizing of images affect VMs’ IO performance. In a
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large-scale cloud, computing system and storage system are usu-
ally kept separate from each other. The visits to images may cause
obvious network loads, which in turn lowers down VMs’ perfor-
mance. Although the Copy-on-Write (CoW) technology [2] allows
VMs visiting local images rather than remote ones for reducing
global network loads, it unfortunately increases the chances of
hot spots appearing in base images at the same time [3]. On the
other hand, management operations probably affect system sta-
tus. Essentially, managing images is just managing files in the
cloud. VM creation and migration equal to the distribution and
migration of image files. These management operations occupy
tremendous valuable network bandwidth. A larger image would
cost more transferring time, and producemoremanagement over-
head. Meanwhile, it is unacceptable that lots of redundant image
files waste many storage resources.

Therefore, from both users’ and managers’ perspectives, there
are obvious requirements to manage images well, which include
high IO performance, low management overhead, and high stor-
age utilization. Unfortunately, traditional image storage systems
cannot well meet these requirements simultaneously. Almost all
the optimizations aim at improving IO performance, such as [4,5],
while only a few of them consider the rest requirements, such as
[6,7]. The main reason is that there are hard tradeoffs between IO
performance and the other two requirements. On one hand, high
IO performance and low management overhead are usually hard
to meet at the same time. Precisely, a general way of improving
IO performance is to cache image data at local disks as much as
possible. However, lowering management overhead requires sav-
ing data in a remote central storage as much as possible. On the
other hand, high IO performance and high storage utilization have
conflicts as well. Increasing storage utilization needs reducing re-
dundant data, and a feasible way is to save images in the central
storage. However, this approach leads to a high sharing degree, in
which many remote requests are produced and thus declines IO
performance.

In this paper, we analyze above requirements and tradeoffs,
and propose an optimized storage model trying to satisfy the re-
quirements. In detail, first, we describe the background of image
storage and format. Second, we analyze the requirements of man-
aging images and the potential tradeoffs among them, and discuss
some traditional image storage models. At the end, we propose a
new image storage model, which can provide high IO performance
without much extra management cost and storage consumption.
Roughly speaking, we divide all computing nodes to many zones
and construct a shared storage for each zone to cache hot data of
images. Zone storage achieves the goal of sharing data among VMs.
Not only does it avoid the bottleneck caused by global sharing,
it also avoids the high storage consumption caused by pure local
caches. The evaluations show that, our solution improves IO per-
formance more obvious than the other optimized solutions with
similar management cost and storage consumption. It improves
IO performance by more than 100% in general and even 10 times
while adopting the VM placement strategy that is friendly to our
model. In addition, we also verify the scalability and availability of
our model in multiple scenarios.

Our contributions are summarized as below:

• We analyze the requirements of managing VM images, and
discuss why it is hard to meet them simultaneously in practice.

• We classify some popular image storage models in industry
and academia, and discuss their advantages and disadvantages
according to their characteristics and the requirements.

• We propose a zone-based image storage model with consider-
ing all requirements and present some key metrics to evaluate
models deeply.

The rest of this paper is organized as follows: Section 2describes
the background and related work. We analyze requirements and

tradeoffs and discuss traditional models in Section 3, propose our
model in Section 4, and evaluate it in Section 5. Section 6 concludes
this paper.

2. Background and related work

In this section,we first briefly discuss the background of VM im-
ages, including cloud architecture, image format, and image stor-
age, and then we discuss the related works as well.

2.1. Typical cloud architecture for storing images

Generally, a typical cloud data center consists of management
nodes, computing nodes, sharing storage, multiple switches and
routers, and some other types of support equipment. Computing
nodes provide core resources, such as CPUs, memory, and disks.
Depending on these resources, we can create and runmultiple VMs
in the cloud. It is possible to store VM images in local disks of com-
puting nodes. However, just a small amount of VMswith large-size
images could exhaust the local disk of one node. So, a global shar-
ing storage is provided to store images centrally. These computing
nodes and the storage are connected through switches (Ethernet
or Fiber). According to different image storage models, VMs have
variousways to locate images. If the image of a VM is stored locally,
the VM can locate data in the local disk without network transmis-
sion. However, if the image is stored in the global storage or in the
disks of the other nodes, requests should be redirected and trans-
ferred through one or multiple switches.

2.2. Image format and image storage

Image format. Image format is a critical factor that affects
images’ management. The most original approach to create a VM
is to generate a blank image file in a specified format as a virtual
block device, based on which the operating system is installed
as same as that on a physical machine. However, this process is
unacceptable since it always spends tens of minutes. Fortunately,
we can accelerate it by using advanced image formats with new
features. This is why the approaches based on the Copy-on-Write
mechanism [2] are widely adopted.

Different image formats have distinctive features and draw-
backs. Take RAW and QCOW2 as examples, the former one has
high compatibility and flexibility, while the latter one has opti-
mized size and CoW ability. In our practice, the images in RAW
format always act as base images to support the incremental im-
ages inQCOW2 format. In fact, allocating a large-size RAW image to
eachVM is unbearable in normal clouds. Leveraging the native sup-
port of CoW feature in QCOW2 format, multiple incremental im-
ages can share the same base image,which reduces redundant data
greatly. However, too much sharing may transfer a large amount
of requests to base images, occurring hot spots and resource con-
tentions at the same time.

Image storage. The architecture of image storage has signifi-
cant impacts on images’ organization. Traditionally, there are two
choices to store images, local solution and remote solution. The
remote solution is usually adopted by large-scale data centers.
These data centers are typically composed by multiple comput-
ing nodes, and all the nodes are connected to a global storage.
In such clouds, VMs run in computing nodes while their images
are saved in the shared storage. During VMs’ running, images are
remotely mounted as virtual disks through network. Depending
on the shared storage, the remote solution supports many ad-
vanced features, such as live migration [8,9] and snapshotting.
However, the separate placement of VMs and images requires high
dependable network hardware tomaintain the performance of vir-
tual disks, which unfortunately is incompatible with commercial
equipment in general clouds.
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