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HIGHLIGHTS

We present a framework of dynamic resource management to cope with traffic burst.
The prediction of traffic burst is based on Gompertz Curve and Moving Average model.
VM scheduler involves VM Provisioning, VM Placement and VM Recycling.

High availability and cost-effectiveness are achieved by the proposed framework.
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Being the latest computing paradigm, cloud computing has proliferated as many IT giants started to
deliver resources as services. Thus application providers are free from the burden of the low-level
implementation and system administration. Meanwhile, the fact that we are in an era of information
explosion brings certain challenges. Some websites may encounter a sharp rising workload due to some
unexpected social concerns, which make these websites unavailable or even fail to provide services in
time. Currently, a post-action method based on human experience and system alarm is widely used
to handle this scenario in industry, which has shortcomings like reaction delay. In our paper, we want
to solve this problem by deploying such websites on cloud, and use features of the cloud to tackle it.
We present a framework of dynamic virtual resource management in clouds, to cope with traffic burst
that applications might encounter. The framework implements a whole work-flow from prediction of
the sharp rising workload to a customized resource management module which guarantees the high
availability of web applications and cost-effectiveness of the cloud service providers. Our experiments
show the accuracy of our workload forecasting method by comparing it with other methods. The 1998
World Cup workload dataset used in our experiment reveals the applicability of our model in the specific
scenarios of traffic burst. Also, a simulation-based experiment is designed to indicate that the proposed
management framework detects changes in workload intensity that occur over time and allocates
multiple virtualized IT resources accordingly to achieve high availability and cost-effective targets.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

which we call clouds. With more and more data centers being set
up, virtual resources are delivered as services by more and more

During the past few decades, cloud computing [1,2] has been IT giants. Furthermore, facilitated by the development of virtual-

one of the hottest topics in computer science. Cloud computing al-
lows users to deploy applications in the cloud data center and thus
saves them from purchasing physical infrastructures and some
maintenance cost. As a new computing model, cloud computing
has led to several revolutions. Instead of buying infrastructures,
people start to deploy their applications in public data centers,
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ization technology, such as Xen [3] and KVM [4], a lot of laaS
(Infrastructure as a Service) platforms, like Openstack,’ Amazon
EC2,” have been able to provide mature services, which make them
more and more important in the industry. Cloud services promise
scalability, cost-effectiveness and availability, which attract an in-
creasing number of users to migrate their web applications to a

1 http://www.openstack.org/.

2 https://aws.amazon.com/ec2/.
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cloud environment. With the increasing use of cloud data centers,
more and more researches start to focus on problems in clouds.

A lot of researches have put forward several resource manage-
ment frameworks to achieve various goals in data centers. Nguyen
Van et al. [5] resort this problem to a Constraint Programming
approach to formulate and solve the optimization problem. Bel-
oglazov et al. [6] put their attention on energy saving, and propose
a framework which can save a great deal of power by the sched-
uler of virtual machines. Whats more, Sotomayor et al. [7] even im-
plement all their designs into a mature project, and make it open
source for public research. All these researches are trying to find
a best framework that can solve problem in general. However, the
multi-targets property of such problems makes it difficult to fig-
ure out a framework that can fit all the constraints. A “perfect”
framework like this may require multiple iterations to satisfy all
the constraints, let alone possible conflicts among different con-
straints. But to application providers, not all these constraints are
of the same importance, some care about response time while oth-
ers care more about availability. So we need to customize solutions
for special scenarios in many cases. For example, M. Li et al. [8] pro-
pose an innovative resource scheduler named CAM, which is par-
ticularly designed for data center clouds hosting MapReduce jobs.

The information explosion issue is another concern in this era
of speeding development. Especially with the fast proliferation
of social networks, people are more interacted than ever before
and hot topics are propagated much faster and more widely. Thus
some topics may suddenly become the focus of public opinion from
worldwide, like hot topics on twitter, Snowden event, “I paid a
bribe” website in Indian.? In these cases, it is very likely that the too
much attention on those topics will bring huge workload to related
websites, even result in failures. However a small ratio of access
failures would cause user dis-satisfactions, and may further results
in aloss of potential users. More seriously, it may eventually lead to
a substantial financial impact such as loss of business opportunities
and customer dissatisfaction. Currently, a post-action method
based on human experience and system alarm is now widely used
to handle this problem in industry. Unfortunately, a time-latency
is unavoidable adopting these methods, which fails to foresee the
sudden workload change and make quick solutions.

To deal with the above challenges, we present a customized
resource management framework, which makes predictions,
detects traffic bursts and provisions virtual resources to promise
high availability as well as cost effectiveness. Our paper addresses
the following problems:

(1) A novel prediction model to handle traffic bursts and provide
accurate predictions of real time workloads.

(2) A customized resource management framework to tackle the
problem of traffic burst, guarantying high availability and
achieve the goal of cost-effectiveness as well.

The rest of our paper is organized as follows. Section 2 illustrates
the architecture of our framework and Section 3 focuses on the
prediction model we propose. Section 4 describes the performance
monitor. Section 5 describes the virtual machine scheduling
strategy and the corresponding experiment details are illustrated
in Section 6. Section 7 presents the related work and Section 8
discusses some conclusions with some future work.

3 http://www.ipaidabribe.com/.

2. System architecture

The architecture of our resource management framework and
some data flows are illustrated in Fig. 1. Our system mainly consists
of three main components, the Workload Forecasting Module, the
VM Scheduler and the Performance Monitor.

The Workload Forecasting Module keep track of history work-
loads, detects possible workload change and make predictions of
future workload, which will be used to provision virtual resources
in the next time period. In this way, virtual resources are timely
provisioned according to real time workload, which will prevent
request failures resulted from a resource shortage.

The VM Scheduler resolves how much resource to provision
under the predicted workload so that the performance of the
application will remain in a level that will not dissatisfy the users.
Then it will also place these resources (VM instances) to different
zones or regions to ensure a high availability of that application.
Considering a possible declining workload, a Resource Collector is
designed to recycle resources when necessary.

The Performance Monitor is responsible for collecting runtime
performance data of applications, virtual machines and physical
machines. And it is used to determine whether the application is
provisioned enough virtual resources. It runs periodically to avoid
bringing too much burden to the hosts.

Apart from our framework, Fig. 1 also presents the cloud
environment. The cloud data center consists of a large number
of physical machines (PM). Each set of VMs are called a region,
and several regions are united as a zone. Each PM hosts multiple
VMs through a hyper-visor. Cloud applications are deployed on a
number of VMs as different instances. Application users can send
requests to the cloud and may potentially cause traffic bursts.

The basic functions of the three main components of our
framework are discussed as follows.

2.1. Workload forecasting module

Workload Forecasting is a topic that has been discussed a lot
and there are already some proposed models to deal with a normal
workload forecasting scenario. However, in this era of information
explosion, sharp workload rises are becoming more and more
common and frequent. These classic forecasting models are not
fast enough under these circumstances, which may result in a
prediction delay and provision insufficiency.

Here we provide a workload forecasting model to deal with
traffic burst. This model is responsible for generating predictions
of the future workload based on the former request pattern of
the application. Such predictions will be used as input for the VM
scheduler model. Users are also allowed to configure parameters
in this model to suit for their own applications.

2.2. Performance monitor

To ensure performance of cloud applications as much as
possible, a performance monitor is necessary to keep aware of the
application performance. In our framework, this model collects and
tracks the data of resource utilization on various metrics of VMs,
which also acts as an important input for the VM scheduler model.

Monitoring data can be obtained via regular monitoring tools or
by Cloud monitoring services such as Amazon Cloud-Watch.* And
in the later simulation experiment, we obtained the performance
data via the simulation platform APL

This module runs periodically with a low priority, collects
resource usage data including CPU, memory and I/O bandwidth of
all virtual machines and physical machines.

4 http://aws.amazon.com/cloudwatch/.
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