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h i g h l i g h t s

• We presented a CCM framework for modeling complex systems.
• We developed a vectorized extension of CCM framework.
• We proposed a two-level composite parallel execution method.
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a b s t r a c t

Due to the quick advances in the scale of problem domain of complex systems under investigation, the
complexity of multi-input component models used to construct logical processes (LP) has significantly
increased. High-performance computing technologies have therefore been extensively used to enable
parallel simulation execution. However, the traditional multi-process parallel method (MPM) executes
LPs in parallel on multi-core platforms, which ignores the intrinsic parallel capabilities of multi-input
component models. In this study, a vectorized component model (VCM) framework has been proposed.
The design aims to better utilize the parallelism ofmulti-input componentmodels. A two-level composite
parallel method (CPM) has then been constructed within the framework, which can sustain complex
system simulation applications consisting of multi-input component models. CPM first employs MPM to
dispatch LPs onto a multi-core computing platform. It then maps VCMs to the multiple-core platform for
parallel execution. Experimental results indicate that (1) the proposed VCM framework can better utilize
the parallelism ofmulti-input componentmodels, and (2) CPM can significantly improve the performance
comparing to the traditional MPM. The results also show that CPM can effectively cope with the size and
complexity of complex simulation applications with multi-input component models.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Computer simulation is one of the most important tools for
studying problems involved in complex systems. The last decade
has witnessed quick advances in the scale of problem domain of
complex systems under investigation. The complexity of simula-
tion systems, such as large-scale social simulations [1,2], next-
generation network simulations [3], and especially simulations of
complex military scenarios [4], has dramatically increased. Subse-
quently, the requirement for high-performance computing power
increases quickly.
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The parallel discrete event simulation (PDES) [5] technology
adopts an event scheduling strategy, which refers to as-fast-as-
possible simulations. Thus it had long been an important approach
to sustaining complex system simulation applications. At present,
the main trend along this direction adopts the Logical Process
(LP) paradigm [6–9]. A physical process, e.g., a detection radar
or a battle plane, is modeled by an LP, and interactions between
physical processes are modeled by scheduling events between the
corresponding LPs [5]. A simulation application includes multiple
LPs, and each LP is composed of several independent component
models which can be independently developed. Some compo-
nent models may only involve simple mathematical calculations,
while others can model the complicated behavior of computa-
tional systems over time [10]. As componentmodels becomemore
and more compute-intensive [11], the demand for computing
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Fig. 1. LPs run on a multi-core computing platform using MPM.

capacity increases quickly, especially for the LPs that includemulti-
input component models. A typical example is the multi-target
radar detection model in decision-making simulation systems for
military purpose [12]. These simulations do not include humans or
physical devices, and users need to complete the execution of the
simulation as quickly as possible. Asmulti-target detection usually
needs to iterate multiple times [13], the LPs which include such
multi-target detection models would consume much time in pro-
cessing events, then the overall simulation will be slowed down
byprocessing suchmulti-input componentmodels. Recently, stud-
ies of these complex simulation systems including multi-input
componentmodels (MICS) still suffer froma lack of (1) an appropri-
ate modeling approach to better utilizing the parallelism of multi-
input component models and (2) an effective parallel approach to
sustaining MICS.

Cloud computing [14,15], grid computing [16,17], datacenter
computing [18,19], cluster computing [20–23] and multi-core
computing platforms may achieve high performance for complex
scientific and engineering applications [24]. However, according to
Amdahl’s Law [25], the speedup is limited by the sequential propor-
tion of a program. Furthermore, the multi-process parallel method
(MPM) is only suitable for executing coarse-grained LPs due to
the higher overhead of communication and synchronization com-
pared tomulti-threads [26,27]. The intrinsic parallel capabilities of
multi-input component models are ignored. Meanwhile, the per-
formancewill decrease usingMPM to dispatch LPs ontomulti-core
computing platforms when the number of LP processes is greater
than the number of cores [28] (shown in Fig. 2). Therefore, forMICS,
a new parallel method is needed to use multi-core computing re-
sources to achieve high performance.

In this study, we propose a computational component model
(CCM) framework to develop multi-input component models. A
vectorized extension of this framework is introduced to take ad-
vantage of the parallelism of these multi-input component mod-
els. Multiple inputs of a component model are divided into several
groups, and each element of the VCM contains a copy of CCM and
an input group. Finally, we propose a two-level composite parallel
execution method (CPM) and develop the VCM acceleration algo-
rithm (VCA). In CPM, the first level usesMPM to schedule LP groups
to run on some cores of the multi-core computing platform, and
the second level uses VCA to map VCMs onto other cores to gain
accelerations.

Experiments with a multi-target radar detection model have
been executed on a Linux Cluster with 6 cores. The complexity of
the MICS is higher than that the traditional MPMs can sustain.
The results indicate that the approach successfully alleviates the
bottleneck of executing multi-input component models.

The organization of the paper is as follows: Section 2 discusses
the motivation and related work. Section 3 presents the CCM
framework and the execution flow, and it introduces the vector-
ized extension of the CCM framework. Section 4 discusses the

composite parallel method and details the algorithm for acceler-
ating VCM. Section 5 describes a case study of a radar detection
model. Section 6 presents the performance evaluation. Finally, Sec-
tion 7 concludes the paperwith a summary and proposes a plan for
the future work.

2. Motivation and related work

In this section,wediscuss themotivation of theVCM framework
and the VCM acceleration algorithm. Then we summarize some
typical related work along this direction.

2.1. Motivation

The traditional MPM is usually used to dispatch LPs to run
on multi-core computing platforms. Fig. 1 shows that LPs run on
multi-core platforms using MPM. There are three groups, Group1,
Group2 and Group3. Some LPs only do simple calculations, such as
LP1, LP2 and LP3 in Group1, while others contain complex multi-
input component models, such as LP7, LP8 and LP9 in Group2. LP8
is composed of two component models, while LP7 and LP9 contain
one model respectively. Dotted lines represent event scheduling
between two LPs, while solid lines represent the distribution from
an LP group to the corresponding core.

We use the area of a rectangle to represent the computational
complexity of an LP. Fig. 1 shows that the computing loads of LP7,
LP8 and LP9, which include multi-input component models, are
much heavier than other LPs in Group1 and Group3. Thus, their
execution will be the bottleneck of the whole application. From
Fig. 1, we can also see that the two component models in LP8 run
in a sequential manner, whichmay not be efficient when the num-
ber of LPs rises to a certain size. Thus, we can draw the conclu-
sion that MPM ignores the independence between different inputs
of multi-input component models, which causes difficulties in ex-
ploiting fine-grained parallelism for multi-input component mod-
els. Hence, it is necessary to find a component model framework
to decompose the multi-input component model into several sub-
processes, and then map them onto multi-core computing plat-
forms for parallel execution.

We have executed the multi-target radar detection model
within amilitary simulation application on amulti-core computing
platform, which is a single computing node of a Linux Cluster with
6 cores. The blue curve in Fig. 2 shows that the execution time of
the radar model detecting one target increases quickly when the
number of LP groups increases from 6 to 7. Meanwhile, the green
curve in Fig. 2 shows that the execution time of the whole simula-
tion application increases when the number of LP groups increases
from6 to 7. Hence, one important conclusion can be drawn that the
performance will decrease when the number of LP groups is larger
than the number of cores. To improve the performance, it is neces-
sary to use a lightweight dispatch approach, which will make full
use of multi-core computing platforms to accelerate the execution
of the LP which includes multi-input component models.
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