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We present the concepts and factors related to DIY content management applications.
We show a prototype of the Cloud-hosted DIY content management applications.

A typical methodology is demonstrated for evaluating Cloud-based application systems.
Extensive experiments were conducted for understanding the runtime configurations.
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Cloud computing is a new paradigm shift which enables applications and related content (audio, video,
text, images, etc.) to be provisioned in an on-demand manner and being accessible to anyone anywhere in
the world without the need for owning expensive computing and storage infrastructures. Interactive mul-
timedia content-driven applications in the domains of healthcare, aged-care, and education have emerged
as one of the new classes of big data applications. This new generation of applications need to support
complex content operations including production, deployment, consumption, personalization, and dis-
tribution. However, to efficiently provision these applications on the Cloud data centres, there is a need
to understand their runtime resource configurations. For example: (i) where to store and distribute the
content to and from driven by end-user Service Level Agreements (SLAs)? (ii) How many content distri-
bution servers to provision? And (iii) what Cloud VM configuration (number of instances, types, speed,
etc.) to provision? In this paper, we present concepts and factors related to engineering such content-
driven applications over public Clouds. Based on these concepts and factors, we propose a performance
evaluation methodology for quantifying and understanding the runtime configuration of these classes of
applications. Finally, we conduct several benchmark driven experiments for validating the feasibility of
the proposed methodology.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

applications in the domain of healthcare, aged-care and education
will contribute significantly to this traffic. The new applications’

CISCO (a network technology giant) predicts that by 2016,
90% of internet traffic will be multimedia content (3D images,
high resolution video, and audio). In addition to entertainment
and advertising applications, the new multimedia content-driven
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contribution to the traffic will be due to their unprecedented pro-
cessing (storage, distribution, and indexing) requirements for hun-
dreds of petabytes of content. In the healthcare domain, live as well
as archived videos will be used as a medium to educate patients
about the aftercare treatment (follow-ups), once the patient is at
home. This will include video instructions about how to change
the dressing on a healing wound or how to brush their teeth after
having braces installed. Other scenario from the healthcare domain
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will arise from the problem of managing petabytes of multimedia
content produced by advanced medical imaging devices. In con-
junction with traditional X-rays, medical imaging can now delve
deeper into the human body, discovering and analysing smaller
and smaller details. In the aged-care domain, health professionals
will rely on real-time or recorded video feeds from patient’s home
to monitor clinical signs and indicators such as skin colour, moods
and activities to determine whether a patient is utilizing devices
and medications appropriately. Finally, in the education domain,
students will need to have the opportunity to access teachers from
home; especially, the students in rural or remote areas need an op-
portunity to be able to receive interactive lessons or instructions
via live video streaming from specialized teachers or trainers who
are not available locally.

In the aforementioned application scenarios, hundreds of
petabytes of multimedia content will be generated which will
be required to be processed (stored, distributed, and indexed
with a schema and semantics) efficiently in a way that does not
compromise end-users’ Quality of Service (QoS) in terms of content
availability, content search delay, content distribution delay, etc.
Many of the existing ICT systems (such as Content Delivery
Networks (CDNs) provided by Akamai, Amazon CloudFront,
Limelight Networks, etc.) that store, distribute, and index hundreds
of petabytes of multimedia content either fall short of this
challenge or do not exist. Hence, there is a need for powerful and
sophisticated software tools and technologies that can support
scalable storage and fast content distribution, while ensuring QoS
on a case-by-case basis.

In our previous work [1,2], we presented MediaWise Cloud Con-
tent Orchestrator (MCCO)—a novel system that facilitates Do-It-
Yourself (DIY) CDN application orchestration for simplifying the
management of multimedia content (e.g., audio and video) using
public Cloud services. Unlike existing commercial CDN providers
such as Limelight Networks and Akamai, MCCO eliminates the
need to own and manage expensive infrastructure while facilitat-
ing content owner requirements pertaining to price, privacy and
QoS. It offers enhanced flexibility and elasticity as it supports the
pay-as-you-go model. MCCO content orchestration operations in-
clude: (i) production: create and edit; (ii) storage: uploading and
scaling of storage space; (iii) indexing: keyword-based content tag-
ging and searching; and (iv) distribution: streaming and down-
loading. Similar to any other Cloud application, MCCO suffers from
performance unpredictability due to many unknown factors. The
availability, load, and throughput of Cloud services, for example,
CPU, storage, network and software appliances can vary in unpre-
dictable ways. Thus, the assurance of QoS targets for the DIY CDN
applications can be challenging.

Alhamazani et al. [3] discussed that QoS uncertainty is the chief
technical obstacle to successful adoption of Cloud computing. The
recent very high-profile crash [4] of Amazon EC2 cloud, which took
down the enterprise applications of many SMEs, is a salient exam-
ple of unpredictability in Cloud environments. Some applications
were down for hours, others for days. Theoretically, the elasticity
provided by Cloud computing can accommodate even unexpected
changes in capacity, adding Cloud services when needed, and re-
ducing them during the periods of low demand. However, the de-
cisions to adjust capacity must be made frequently, automatically
and accurately to be cost-effective. Hence, understanding the rela-
tionships between application workload, Cloud service configura-
tion, and QoS delivered to end-users is mandatory. To understand
such relationships, there is a need to conduct several experi-
mental evaluation studies in a systematic way where a system-
atic approach may involve the following steps: (i) requirement
recognition; (ii) service feature identification; (iii) QoS metrics
and benchmarks listing; (iv) metrics and benchmarks selection;
(v) experimental factors listing; (vi) experimental factors selec-
tion; (vii) experimental design; (viii) experimental implementa-
tion; (ix) experimental analysis; and (x) conclusion and reporting.

However, these steps are specific to the type of applications (DIY
CDN, web applications, and the like) being evaluated as well as the
target computing infrastructure (web services, Clouds, grids, and
the like).

In this paper, we: (i) present concepts and factors related to
hosting DIY content management applications over public Clouds;
(ii) present extensive performance evaluation techniques for quan-
tifying and understanding the runtime configuration management
of DIY content management applications; and (iii) conduct sev-
eral benchmark driven experiments for understanding the runtime
configuration of DIY content management applications and service
configuration (virtual machines, BLOB storage, Cloud location, pric-
ing, etc.) offered by public Clouds.

The remainder of this paper is organized as follows. Section 2
summarizes the existing work related to CDNs and Cloud service
evaluation methodology. Section 3 briefly introduces the Media-
Wise Cloud. The comprehensive methodology of evaluating Medi-
aWise Cloud is specified step by step in Section 4, with reporting
the early-stage experimental results. Conclusions and some future
work are discussed in Section 5.

2. Related work

Due to recent emergence of the Content Distribution Networks
(CDN), increasing attention has been paid to their performance
characteristics [5]. For example, Johnson et al. [6] conducted one
of the earliest CDN performance evaluations to compare differ-
ent commercial products. More specifically, performance evalua-
tion has been employed to study different CDN architectures [7];
and some other studies used to study performance evaluation to
identify the best algorithm that met hierarchical streaming re-
quirements [8]. Given the emerging computing paradigm—Cloud
computing, researchers and practitioners have started using net-
work virtualization and Cloud techniques to satisfy CDN require-
ments. In particular, suitable Cloud resources are used to help
provide viable and cost-effective solutions for realizing CDN ser-
vices [9]. Since Cloud usage requires deep understanding of how
the relevant Cloud services may (or may not) match particular de-
mands, Cloud services evaluation would act as a crucial part of CDN
performance evaluation.

Compared to the traditional CDN systems, the performance
evaluation of Cloud-based CDN systems would be more challeng-
ing. There are two main reasons for this. First, the back-ends (e.g.,
configurations of physical infrastructure) of Cloud services are nor-
mally uncontrollable (often invisible) from the perspective of con-
sumers. Unlike consumer-owned computing systems, Cloud users
have little knowledge and control over the precise nature of Cloud
services even in a “locked down” environment [ 10]. Evaluations in
the context of Cloud computing are then inevitably more challeng-
ing than that for systems where the customer is in direct control
of all aspects [11]. Second, the open indicators (e.g., compute units,
memory size, service price, etc.) often lack the provision of compre-
hensive information about a service regarding specific tasks [12].
As a result, there could be uncertainty in the runtime of Cloud
services due to the various Quality of Service (QoS) consumption
requirements of different applications [13]. Consequently, service
evaluation would be one of the prerequisites of employing Cloud-
based systems.

When it comes to performance evaluation of Cloud-based CDN
systems, it has been recognized that Cloud services evaluation
[14-16] belongs to the field of experimental computer science [11]
which requires a suitable evaluation methodology as a strategic
role in directing experimental studies [ 17]. An evaluation method-
ology instructs a complete evaluation implementation that may
cover various aspects, for instance, workload selection, experimen-
tal design, and result analysis [17]. Therefore, a concrete method-
ology adopted in Cloud service evaluation should distinguish
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