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h i g h l i g h t s

• Defining the problem of generating temporal semantic relation between entities.
• Automatically generating structured temporal semantic relation between entities.
• Helping users understand and explore the semantic relation between entities.
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a b s t r a c t

In this paper, we study the problem of mining temporal semantic relations between entities. The goal of
the studied problem is to mine and annotate a semantic relation with temporal, concise, and structured
information, which can release the explicit, implicit, and diversity semantic relations between entities.
The temporal semantic annotations can help users to learn andunderstand the unfamiliar or newemerged
semantic relations between entities. The proposed temporal semantic annotation structure integrates
the features from IEEE and Renlifang. We propose a general method to generate temporal semantic
annotation of a semantic relation between entities by constructing its connection entities, lexical syntactic
patterns, context sentences, context graph, and context communities. Empirical experiments on two
different datasets including a LinkedIn dataset and movie star dataset show that the proposed method
is effective and accurate. Different from the manually generated annotation repository such asWikipedia
and LinkedIn, the proposed method can automatically mine the semantic relation between entities and
does not need any prior knowledge such as ontology or the hierarchical knowledge base. The proposed
method can be used on some applications, which proves the effectiveness of the proposed temporal
semantic relations on many web mining tasks.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Mining semantic relations between entities plays an important
role in many tasks including web mining [1], information
retrieval [2], semantic web [3–5], learning technologies [6,7], and
web search [8]. In fact, the huge number of real-world entities is
organized bynumerous semantic relations in theWorldWideWeb.

Mining semantic relations between entities has received much
attention lately. In open information extraction systems such as
TextRunner [9], the goal is to mine a large set of relations without
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the need for any human knowledge and operations. In the object
level mining system such as Renlifang [10], the relations between
people are given to the users. An entity relation graph can be
generated automatically to link the related persons. TREC retrieval
conference [11] performs an open relation extraction task every
year. The extracted relations can be used in drug reaction [12], bio
medical [13], and policy analysis [14]. Given the dynamics, huge
scale, and unstructured feature of web, mining semantic relations
between entities is still a challenge [15]. The reasons are as follows.

(1) Explicit semantic relation. The explicit semantic relations mean
the entities co-occurrence in the same repository or corpus.
For example, ‘‘apple’’ and ‘‘iPhone’’ may appear in the same
web page about the apple computer company. But because
of the different description of natural language, a semantic
relation can be expressed in different patterns. For example,
consider the Birthplace relation between a person and a place.
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One pattern for this relation is Person is born in Place, and other
pattern is Person’s birthplace is Place. Moreover, two entities
might have more than one semantic relation. For example,
after a Birthplace is established between a person and a place, a
Live-in relation may exist between them. The different lexical
syntactic patterns and the different relations between the
same pair of entities bring the parsing and mining challenge
to extract semantic relations.

(2) Implicit semantic relation. The implicit semantic relationsmean
the entities do not appear in the same repository or corpus.
But some entities can be the bridge for mining an implicit
relation. In other words, a pair of entities cannot be linked
by a direct semantic relation. For example, John is the head
of IBM. David is the manager of Microsoft. Suppose John will
attend a conference and he notices that David will attend the
same conference. Assume that John does not know David and
would like to chat with him. John searches the page of David
in LinkedIn.1 He finds David worked for IBM before joining
Microsoft. Thus, John can easily find out the implicit relation
between him and David: they bothworked at IBM. The implicit
relation adds the difficulty for the mining procedure since the
existing co-occurrence mining method cannot perform.

(3) Temporal semantic relation. The temporal semantic relations
mean the entities contain different relations in different time
intervals. For example, ‘‘Barack Obama’’ is the president of
United States. He has four experiences including the president,
US Senator, State Senator, and Senior lecturer in law. Thus, the
entity ‘‘Barack Obama’’ might be related to different entities
in different time intervals. The temporal feature of semantic
relation should be considered in the mining procedure.

In order to mine the accuracy semantic relations between
entities, in this paper, we study the problem of automatically
generating temporal semantic relations (TSR) for entities.Wewant
to provide temporal semantic relations between entities, which
indicate the semantics and hidden association of entities. Besides
considering the temporal feature of semantic relation, we also
divide the semantic relation into two aspects: explicit and implicit.
The explicit semantic relations mean the entities co-occurrence
in the same repository or corpus. The implicit semantic relations
can be related by some other entities though they do not appear
together.

Despite the mining method of semantic relations, an under-
standable and clear annotation of relations is also important. What
is a good annotation of the semantic relations between entities? Let
us see two examples from IEEE2 and Renlifang,3 which are shown
in Figs. 1 and 2. In Fig. 1, we search for ‘‘Zheng Xu’’ and ‘‘Xiangfeng
Luo’’ in IEEE. The returned result shows that ‘‘Zheng Xu’’ and ‘‘Xi-
angfeng Luo’’ have a co-author relation. From Fig. 1, we can see that
the annotation for a semantic relation is structured as follows. First,
the co-occurrence context is presented. For example, ‘‘Zheng Xu’’
and ‘‘Xiangfeng Luo’’ are both the authors of the paper ‘‘Building
association link network for semantic link on web resources’’. Sec-
ond, the faceted information is given to show the different aspects
of the relation. For example, ‘‘Zheng Xu’’ and ‘‘Xiangfeng Luo’’ are
both the authors of two different papers. Besides, the publication
time of the paper is given.

Similarly, if we can provide the structured and semantic related
information of a pair of entities for a user, it will be very helpful for
her/him to understand and further explore it. Thus, inspired by the
annotations from IEEE, the appropriate semantic annotation of a
semantic relation should include.

1 www.linkedin.com.
2 www.ieee.org.
3 www.renlifang.msra.cn.

Fig. 1. The annotation from IEEE.

Fig. 2. The annotation from the dictionary.

(1) Semantic relation context. Given a semantic relation, the
example context can help the users to understand it.Moreover,
the example context can help users to use the relations in a real
task.

(2) Faceted information. Given a pair of entities, we should give the
different semantic relations of it, which can show the whole
aspects to the user.

(3) Temporal information. In the different time interval, a pair
of entities might have different semantic relations. The
appropriate annotation in a different time interval should be
mined.

In Fig. 2, we issue the weibo4 (a Chinese social website
similar to twitter5) account of ‘‘Zheng Xu’’ as the query in
Renlifang. The nodes in Fig. 2 mean a person and the link
between two nodes means these two weibo accounts refer the
same information. From Fig. 2, we can see that the annotation
for a semantic relation in Renlifang is a graph based structure.
Moreover, some implicit semantic relations can bemined from
Fig. 2. For example, ‘‘Shila Amzah’’ and ‘‘Jinnee’’ are both have
the reference relation with ‘‘Zheng Xu’’. So the implicit relation
between them is they are both friends of ‘‘Zheng Xu’’. We add
two components to the annotations of a semantic relation.

(4) Connection entity. Given a pair of entities, we can give the
connection entity to reflect their implicit relation.

(5) Visual thesaurus graph. Given a semantic relation, we can give
a graph based entity network.

4 www.weibo.com.
5 www.twitter.com.
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