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How powerful is the set of random strings? What can one say about a set A that is
efficiently reducible to R, the set of Kolmogorov-random strings? We present the first upper
bound on the class of computable sets in PR and NPR.

The two most widely-studied notions of Kolmogorov complexity are the “plain” complexity
C(x) and “prefix” complexity K(x); this gives rise to two common ways to define the set
of random strings “R”: Rc and Rg. (Of course, each different choice of universal Turing
machine U in the definition of C and K yields another variant Rc, or Rk, .) Previous work
on the power of “R” (for any of these variants) has shown:

e BPPC {A: A<ER).
e PSPACE C PR,
o NEXP C NP,

Since these inclusions hold irrespective of low-level details of how “R” is defined, and
since BPP, PSPACE and NEXP are all in A? (the class of decidable languages), we have, e.g.:
NEXP € A9 N, NPRru,

Our main contribution is to present the first upper bounds on the complexity of sets that
are efficiently reducible to Ry,. We show:

e BPPC APNN,{A: A <P Rk, ) C PSPACE.
e NEXP € AY N[, NPR¥u C EXPSPACE.

Hence, in particular, PSPACE is sandwiched between the class of sets polynomial-time
Turing- and truth-table-reducible to R.
As a side-product, we obtain new insight into the limits of techniques for derandomization
from uniform hardness assumptions.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

In this paper, we take a significant step toward providing characterizations of some important complexity classes in
terms of efficient reductions to noncomputable sets. Along the way, we obtain new insight into the limits of techniques for
derandomization from uniform hardness assumptions.

Our attention will focus on the set of Kolmogorov random strings:
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Definition 1. Let K(x) be the prefix Kolmogorov complexity of the string x. Then

Ry = {x: Kx) > |x|}.

(More complete definitions of Kolmogorov complexity can be found in Section 2. Each universal prefix Turing machine U
gives rise to a slightly different measure Ky, and hence to various closely-related sets Ry, .)

The first steps toward characterizing complexity classes in terms of efficient reductions to Rg came in the form of the
following curious inclusions:

Theorem 2. The following inclusions hold:

e BPP C {A: A <] Ry} [11].
e PSPACE C PRk [2].
e NEXP C NPRx [1].

We call these inclusions “curious” because the upper bounds that they provide for the complexity of problems in BPP,
PSPACE and NEXP are not even computable; thus at first glance these inclusions may seem either trivial or nonsensical.

A key step toward understanding these inclusions in terms of standard complexity classes is to invoke one of the guiding
principles in the study of Kolmogorov complexity: The choice of universal machine should be irrelevant. Theorem 2 actually
shows that problems in certain complexity classes are always reducible to Rg, no matter which universal machine is used
to define K(x). That is, combining this insight with the fact that BPP, PSPACE, and NEXP are all contained in A? (the class
of decidable languages), we have:

e BPPC AYN Ny {A: f}{ggRKU}.
e PSPACE € A9 N, PR¥u.
o NEXP € A9 N, NPRku,

The question arises as to how powerful the set A? Ny{A: A< Rgy} is, for various notions of reducibility <. Until
now, no computable upper bound was known for the complexity of any of these classes. (Earlier work [1] did give an
upper bound for a related class defined in terms of a very restrictive notion of reducibility: ggtt reductions - but this only
provided a characterization of P in terms of a class of polynomial-time reductions, which is much less compelling than
giving a characterization where the set Ry is actually providing some useful computational power.)

Our main results show that the class of problems reducible to Rk in this way does have bounded complexity; hence it
is at least plausible to conjecture that some complexity classes can be characterized in this way:

Main results.

o A9NNy{A: A<} Rg,} S PSPACE.
e AYN Ny NPRku C EXPSPACE.

A stronger inclusion is possible for “monotone” truth-table reductions (g%n). We show that:
e AN Ny{A: A<h, Rky} S coNPNP/poly.
Combining our results with Theorem 2 we now have:

e BPPC AV, {A: A<} Ry} S PSPACE C AN, PRxu.
o NEXP C A9 N, NPRu C EXPSPACE.

In particular, note that PSPACE is sandwiched in between the classes of computable problems that are reducible to Rk via
polynomial-time truth-table and Turing reductions.

Our results bear a superficial resemblance to results of Book et al. [8-10], who also studied decidable sets that are
reducible in some sense to algorithmically random sets. However, there is really not much similarity at all. Book et al.
studied the class ALMOST-R:

Definition 3. Let R be a reducibility (e.g., <% or g’;). Then ALMOST-R is the class of all B such that {A: B is R-reducible
to A} has measure 1.

Book et al. showed that ALMOST-R can be characterized as the class of decidable sets that are R-reducible to sets
whose characteristic sequences are (for example) Martin-L6f random. Thus using such sets as oracles is roughly the same
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