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a b s t r a c t

Cloud computing can reduce power consumption by using virtualized computational resources to
provision an application’s computational resources on demand. Auto-scaling is an important cloud
computing technique that dynamically allocates computational resources to applications to match
their current loads precisely, thereby removing resources that would otherwise remain idle and waste
power. This paper presents a model-driven engineering approach to optimizing the configuration,
energy consumption, and operating cost of cloud auto-scaling infrastructure to create greener computing
environments that reduce emissions resulting from superfluous idle resources. The paper provides
four contributions to the study of model-driven configuration of cloud auto-scaling infrastructure by
(1) explaining how virtual machine configurations can be captured in feature models, (2) describing how
thesemodels can be transformed into constraint satisfaction problems (CSPs) for configuration and energy
consumption optimization, (3) showing how optimal auto-scaling configurations can be derived from
these CSPswith a constraint solver, and (4) presenting a case study showing the energy consumption/cost
reduction produced by this model-driven approach.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Current trends and challenges. By 2011, the power consumption of
computing data centers is expected to exceed 100,000,000,00 kilo-
watt hours (kW h) and generate over 40,568,000 tons of CO2 emis-
sions [1–3]. Since data centers operate at only 20–30% utilization,
70–80% of this power consumption is lost due to over-provisioned
idle resources, resulting in roughly 29,000,000 tons of unnecessary
CO2 emissions [1–3]. Applying new computing paradigms, such
as cloud computing with auto-scaling, to increase server utiliza-
tion and decrease the idle time is therefore paramount for creating
greener computing environments with reduced power consump-
tion and emissions [4–8].

Cloud computing is a computing paradigm that uses virtual-
ized server infrastructure to provision virtual OS instances dynam-
ically [9]. In enterprise computing environments, however, the
application demand often fluctuates rapidly and by a large mar-
gin. In some cases, drastic load increases may occur with such
speed that new virtual machine (VM) instances cannot be booted
quickly enough to meet response time requirements, even if auto-
mated techniques are applied. To overcome this problem and en-
sure that response time requirements are satisfied, VM instances
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can be prebooted to handle periods of high demand and remain
idle during periods of light demand.When the application demand
spikes, these VM instances can be allocated automatically without
incurring the delay required for booting. This technique, however,
always requires a number of idle VM instances standing by in the
queue, leading to wasted power consumption and increased oper-
ating cost.

Rather than over-provisioning an application’s infrastructure
to meet peak load demands, an application can auto-scale by
dynamically acquiring and releasing VM instances as the load
fluctuates. Auto-scaling increases server utilization and decreases
the idle time compared with over-provisioned infrastructures, in
which superfluous system resources remain idle and unnecessarily
consume power and emit superfluous CO2. Moreover, by allocating
VMs to applications on demand, cloud infrastructure users can pay
for servers incrementally rather than investing large up-front costs
to purchase new servers.

Devising mechanisms for reducing power consumption and
environmental impact through cloud auto-scaling is hard. Auto-
scaling must ensure that VMs can be provisioned and booted
quickly tomeet response time requirements as the load changes. If
auto-scaling responds to load fluctuations too slowly, applications
may experience a period of poor response time awaiting the
allocation of additional computational resources. One way to
mitigate this risk is to maintain an auto-scaling queue containing
prebooted and preconfigured VM instances that can be allocated
rapidly, as shown in Fig. 1.
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Fig. 1. Auto-scaling in a cloud infrastructure.

When a cloud application requests a new VM configuration
from the auto-scaling infrastructure, the auto-scaling infrastruc-
ture first attempts to fulfill the request with a prebooted VM in the
queue. For example, if a VM with Fedora Core 6, JBoss, and MySQL
is requested, the auto-scaling infrastructure will attempt to find a
matching VM in the queue. If no match is found, a new VM must
be booted and configured to match the allocation request.
Open problem → determining green settings, such as the size
and properties of the auto-scaling queue shared by multiple
applications with different VM configurations [10]. The chosen
configurations must meet the configuration requirements of
multiple applications and reduce power consumption without
adversely impacting the quality of service (QoS). For example,
a web application may request VM instances configured as
database, middle-tier Enterprise Java Beans (EJB), or front-end
web servers. Determining how to capture and reason about the
configurations that comprise the auto-scaling queue is hard due to
the large number of configuration options (such asMySQL and SQL
Server databases, Ubuntu Linux and Windows operating systems,
and Apache HTTP and IIS/Asp.Net web hosts) offered by cloud
infrastructure providers.

This article presents a technique for minimizing the number
of idle VMs in an auto-scaling queue to reduce the energy
consumption and operating costs without sacrificing response
time. Although having a queue of prebooted VMs provides faster
response time, determining the quantity and configuration of VMs
to fill the queue is hard. This demonstrates that this problem
can be phrased as a feature selection problem from software
product lines and can be optimized with constraint solvers.
Applying this optimization process yields the minimal set of VM
configurations that should be prebooted to ensure that response
time requirements are satisfied.
Solution approach → auto-scaling queue configuration derivation
based on feature models. This paper presents a model-driven
engineering (MDE) approach called Smart Cloud Optimization for
Resource Configuration Handling (SCORCH). SCORCH captures VM
configuration options for a set of cloud applications and derives
an optimal set of VM configurations for an auto-scaling queue to
provide three green computing contributions.

• An MDE technique for transforming feature model representa-
tions of cloud VMconfiguration options into constraint satisfac-
tion problems (CSPs) [11,12], where a set of variables and a set
of constraints govern the allowed values of the variables.

• An MDE technique for analyzing application configuration
requirements, VM power consumption, and operating costs to
determine what VM instance configurations an auto-scaling
queue should contain to meet an auto-scaling response time
requirement while minimizing power consumption.

• Empirical results from a case study using Amazon’s EC2
cloud computing infrastructure (aws.amazon.com/ec2) that
shows how SCORCH minimizes the power consumption and
operating costs while ensuring that auto-scaling response time
requirements are met.

2. Challenges of configuring virtualmachines in cloud environ-
ments

Reducing unnecessary idle system resources by applying auto-
scaling queues can potentially reduce the power consumption
and resulting CO2 emissions significantly. QoS demands, diverse
configuration requirements, and other challenges, however, make
it hard to achieve a greener computing environment. This section
describes key challenges of capturing VM configuration options
and using this configuration information to optimize the setup of
an auto-scaling queue to minimize power consumption.

2.1. Challenge 1: capturing VM configuration options and constraints

Cloud computing can yield greener computing by reducing
power consumption. A cloud application can request VMs with a
wide range of configuration options, such as type of processor, OS,
and installed middleware, all of which consume different amounts
of power. For example, the Amazon EC2 cloud infrastructure
supports five different types of processor, six different memory
configuration options, and several different OS types, as well as
multiple versions of each OS type [13]. The power consumption of
these configurations ranges from 150 to 610 W/h.

The EC2 configuration options cannot be selected arbitrarily
and must adhere to myriad configuration rules. For example, a
VM running on Fedora Core 6 OS cannot run MS SQL Server.
Tracking these numerous configuration options and constraints
is hard. Sections 3.1 and 3.2 describe how SCORCH uses feature
models to alleviate the complexity of capturing and reasoning
about configuration rules for VM instances.

2.2. Challenge 2: selecting VM configurations to ensure auto-scaling
speed requirements

While reducing idle resources results in less power consump-
tion and greener computing environments, cloud computing appli-
cations must also meet stringent QoS demands. A key determinant
of auto-scaling performance is the types of VM configuration that
are kept ready to run. If an application requests a VM configuration
and an exact match is available in the auto-scaling queue, the re-
quest can be fulfilled nearly instantaneously. If the queue does not
have an exact match, it may have a running VM configuration that
can be modified to meet the requested configuration more quickly
than provisioning and booting a VM from scratch.
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