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a b s t r a c t

In this work, we evaluate the benefits of using Grids with multiple batch systems to improve the
performance of multi-component and parameter sweep parallel applications by reduction in queue
waiting times. Using different job traces of different loads, job distributions and queue waiting times
corresponding to three different queuing policies (FCFS, conservative and EASY backfilling), we conducted
a large number of experiments using simulators of two important classes of applications. The first
simulator models Community Climate SystemModel (CCSM), a prominent multi-component application
and the second simulator models parameter sweep applications. We compare the performance of the
applications when executed on multiple batch systems and on a single batch system for different system
and application configurations. We show that there are a large number of configurations for which
application execution using multiple batch systems can give improved performance over execution on
a single system.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Computational grids have been increasingly used for executing
large scale scientific applications [1–11]. Most of the benefits of
using grids are primarily due to the increase in the number of
processors used for execution. In thiswork,we focus on yet another
potential use of grids where the total processor space used for
application execution is not increased. Specifically, we deal with
grids with multiple batch systems (for brevity, we will refer to
such grids as batch grids) and show that employing multiple batch
systems can improve the response times of parallel applications
than when using a single batch system.
Parallel batch systems provide space sharing of available pro-

cessors among multiple parallel applications or jobs. These batch
systems employ queues in which the incoming parallel applica-
tions are queued before allocation by a batch scheduler to a set of
processors for execution. Thus a batch system is associated with a
set of queues and a scheduling policy that selects a job from the
queue and maps it to a set of processors. An application submitted
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to a batch system incurs additional time for waiting in a queue be-
fore actual execution. The overall response time of an application is
the sum of its queue waiting time and execution time. Application
with small processor requirements can be backfilled to the avail-
able processors and hence incur smaller queue waiting times than
applications with large processor requirements. Thus the queue
waiting times for applications are proportional to their processor
requirements as illustrated in Fig. 1. The figure shows the average
queue wait times for jobs with different processor requirements
on an IBM SP2 system in SDSC (San Diego Supercomputer Center).
The job traces were obtained from the logs maintained by Feitel-
son[12].
Consider a parallel application J needing P processors that con-

sists of or can be decomposed into multiple sub-parallel applica-
tions or components, J1, J2, . . . , Jn with processor requirements,
P1, P2, . . . , Pn, respectively, such that P = P1+P2+· · ·+Pn. In this
case, simultaneous submission of the multiple sub-parallel appli-
cations, J1, J2, . . . , Jn, with small processor requirements to multi-
ple batch systems of a batch grid can result in improved response
times of the application over submitting the entire parallel appli-
cation, J , with a large processor requirement to a single batch sys-
tem. This is because the maximum of the queue waiting times in
the former case can be lesser than the single queue waiting time in
the latter case.
While this advantage of simultaneous submissions of the sub-

applications to multiple batch systems is generally well under-
stood [13], the actual improvements in response times of the
applications depend on various factors, including decomposability
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Fig. 1. Average queue wait times for jobs on a SDSC system.

of parallel applications, communication characteristics of the ap-
plications, speed of interconnections between the batch systems
and batch queue characteristics. Multi-componentMPMD applica-
tions [14,15] consists of component applicationswhich are parallel
application themselves. In these applications, the components are
loosely synchronized and communications between components
are lighter and less periodic than within components. Thesemulti-
component applications and parameter sweep applications, where
the parallel tasks are independent, are amenable to decomposition
into multiple parallel sub-applications and can potentially benefit
due to submissions of the sub-applications to multiple batch sys-
tems. Batch queue characteristics including queuing and schedul-
ing policies followed in the batch systems, the loads in the queues,
the job distribution in terms of their processor requirements and
maximum execution times associated with the queues impact the
queue waiting times of the jobs in the queues.
In this paper, we study the effects of these different factors on

the potential improvement in performance of a parallel application
due to simultaneous submissions of the parallel sub-applications
to multiple batch systems of a grid over submission of the entire
parallel application to a single batch system. At the application
level, we used two simulators, one that models the most promi-
nent multi-component application, CCSM [14,15], and the other
that models parameter sweep applications. At the network level,
we simulated different interconnection speeds between the batch
systems. At the batch level, we used different job traces produced
from Feitelson’s job models [16] and containing different distribu-
tions of jobswith different processor, execution time requirements
and execution time limits. We then generated the queue waiting
times of the jobs by using three different queuing policies, namely,
FCFS, conservative and easy backfilling. We performed large num-
ber of simulations with different distributions of processors to
components and system configurations with 24 different queues.
We show that there are a large number of configurations for which
performance improvements are obtained for the applications on
batch grids. We further performed real experiments with CCSM by
executing the components of CCSM across two AMD Opteron clus-
ters and show similar benefits.
We assume that sub-components executed on different batch

systems can communicate with each other. For simplicity, we
evaluate the advantages of batch grids using two queues. Thus,
our results show the comparison between executing the entire
parallel application with P processor requirements on a single
batch system and executing two sets of sub-components of the

parallel application with processor requirements, P1 and P2 (P =
P1+ P2), respectively, on two batch systems of a batch grid.
Section 2 motivates the use of batch grids. In Section 3, we

explain in detail our simulation framework and calculations of
probabilities of benefits of multiple batch executions for our two
applications. Section 4 gives the simulation setup we used for our
experiments. In Section 5, we present the results corresponding
to CCSM simulations and real executions and simulations of
parameter sweep applications. Section 6 describes relatedwork on
queue wait times of batch systems and executing applications on
multiple batch grids. Conclusions are presented in Section 7 and
future work is outlined in Section 8.

2. Batch grids — motivations and contributions

Application jobs submitted to batch systems incur overheads
associated with the times spent in the batch queues waiting for
resources to become available for execution. These queue waiting
times tend to be higher when greater number of processors are re-
quested. The central idea of this paper is to split the application
into components and execute themondifferent batch systems. The
smaller requests for the components on the different batch sys-
tems are expected to have lower wait times than the single com-
plete request, leading to potential gains in the overall application
execution rates. The focus of this paper is to study the incidence
of this gain and its variation with different application and system
factors. We have developed a simulator framework consisting of
multiple components for studying the potential gains due to mul-
tiple batch executions for different application and system config-
urations.
The primary contributions of our work are:

(1) investigation of the benefits of execution of applications on
batch grids over execution on single batch systems,

(2) development of a simulation framework, including devel-
opment of an event-based batch system simulator, inter-
site application execution model and a trace-based statistics
calculator,

(3) definition of new probability metrics for comparison of batch
grid vs. single batch system executions of long-running appli-
cations, and

(4) large scale analysis of incidence of benefits due to execution on
batch grids for various system and application configurations.

The following section describes in detail our simulation frame-
work.

3. Simulation methodology

We have developed a simulator framework consisting of mul-
tiple components for studying the potential gains due to multiple
batch executions for different application and system configura-
tions. Our simulation framework, shown in Fig. 2, consists of four
components: (i) workload generator, (ii) application simulator, (iii)
batch system simulator and (iv) statistics calculator. The workload
generator is used to generate job traces with job arrival times, ex-
ecution times and processor request sizes. The application simula-
tor estimates the application execution rates for various intra-site
and inter-site distributions of components. This is used in the cal-
culation of our comparison metrics. The batch system simulator is
our event-based simulator that processes the job traces produced
by the workload generator and outputs the queue waiting time for
each job. The new traces with the queue waiting times are used by
the statistics calculator alongwith the application simulator, to es-
timate the probabilities of multiple-site executions outperforming
single-site executions.



Download English Version:

https://daneshyari.com/en/article/426246

Download Persian Version:

https://daneshyari.com/article/426246

Daneshyari.com

https://daneshyari.com/en/article/426246
https://daneshyari.com/article/426246
https://daneshyari.com

