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We consider the problem of computing the satisfaction probability of a formula for 
stochastic models with parametric uncertainty. We show that this satisfaction probability 
is a smooth function of the model parameters under mild conditions. This enables 
us to devise a novel Bayesian statistical algorithm which performs model checking 
simultaneously for all values of the model parameters from observations of truth values 
of the formula over individual runs of the model at isolated parameter values. This is 
achieved by exploiting the smoothness of the satisfaction function: by modelling explicitly 
correlations through a prior distribution over a space of smooth functions (a Gaussian 
Process), we can condition on observations at individual parameter values to construct an 
analytical approximation of the function itself. Extensive experiments on non-trivial case 
studies show that the approach is accurate and considerably faster than naive parameter 
exploration with standard statistical model checking methods.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Computational verification of logical properties by model checking is one of the great success stories of theoretical 
computer science, with profound practical implications. Robust and mature tools such as PRISM [1] and MRMC [2] imple-
ment probabilistic model checking, enabling the quantification of the truth probability of a formula for a wide variety of 
stochastic models and logics. Recently, the applicability of model checking has been greatly extended by the development 
of randomized algorithms which leverage the possibility of drawing large number of samples from generative models such 
as Continuous-Time Markov Chains (CTMCs), by means of stochastic simulation algorithms such as SSA [3]. Statistical model 
checking (SMC, [4,5]) repeatedly draws independent samples (runs/ trajectories) from the model to estimate satisfaction 
probabilities as averages of satisfactions on individual runs; by the law of large numbers, these averages will converge 
to the true probability in the limit when the sample size becomes large, and general asymptotic results permit to bound 
(probabilistically) the estimation error.
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Both analytical and statistical tools for model checking however start from the premises that the underlying mathematical 
model is fully specified (or at least that a mechanism to draw independent and identically distributed samples exists in the 
case of SMC). This is both conceptually and practically problematic: models are abstractions of reality informed by domain 
expertise. Condensing the domain expertise in a single vector of parameter values is at best an approximation. We are 
particularly interested in modelling biological systems: in this important application area for formal methods, parametric 
uncertainty is the norm, and reasoning about how the qualitative properties of a system may vary while varying parameters 
is often of paramount interest. While parameter estimation from measurements has seen considerable progress in recent 
years [6–10], uncertainty can never be completely eliminated. In such cases, acceptance of the inherent uncertainty is 
the natural way forward, and alternative semantics such as Interval Markov Chains [11] or Constraint Markov Chains [12]
should be preferred. Model checking methodologies for these semantics are however in their infancy and mostly rely on 
a reduction to continuous-time Markov Decision Processes [13], obtaining upper and lower bounds on the satisfaction 
probability [11,14]. Other approaches such as [15,16] provide provably correct piecewise constant upper and lower bounds 
on the satisfaction probability, but rely on a computationally intensive use of numerical transient analysis.

In this paper we define a novel, quantitative approach to model checking uncertain CTMCs. We start by defining the 
satisfaction function of a formula, the natural extension of the concept of satisfaction probability of a formula to the case of 
CTMCs with parametric uncertainty. We prove that, under mild conditions, the satisfaction function is a smooth function 
of the uncertain parameters of the CTMC. We then propose a novel statistical model checking approach which leverages 
this smoothness to transfer information on the satisfaction of the formula at nearby values of the uncertain parameters. 
We show that the satisfaction function can be approximated arbitrarily well by a sample from a Gaussian Process (GP), 
a non-parametric distribution over spaces of functions, and use the GP approach to obtain an analytical approximation to 
the satisfaction function. This enables us to predict the value (and related uncertainty) of the satisfaction probability at 
all values of the uncertain parameters from individual model simulations at a finite (and generally rather small) number of 
distinct parameter values. We term this whole approach smoothed model checking in analogy with the recently proposed 
smoothed complexity analysis, another traditional domain of discrete mathematics where embedding problems in a contin-
uous framework has proved highly valuable [17]. We show on three non-trivial examples that smoothed model checking 
can provide an accurate estimation of the satisfaction function with considerably fewer simulations than naive exploration 
by SMC, providing in our examples computational savings of an order of magnitude for equivalent accuracy.

The rest of the paper is organised as follows: in the next section we introduce the mathematical background on formulae 
and model checking, proving in the following section that the satisfaction function is a smooth function of model parame-
ters. We then introduce our smoothed model checking framework and discuss the statistical tools needed. We demonstrate 
the power of our approach on three nontrivial examples, and conclude the paper by discussing the broader implications of 
our approach.

2. Background

In this section, we briefly review continuous-time Markov chains, Metric Interval Temporal Logic, and statistical model 
checking approaches.

2.1. Continuous-Time Markov Chains

A Continuous-Time Markov Chain (CTMC) M is a Markovian (i.e. memoryless) stochastic process defined on a finite 
or countable state space S and evolving in continuous time [18]. A CTMC on S is fully characterised by its infinitesimal 
generator matrix Q ∈ R

|S|×|S| [19]. For any i, j ∈ S , the entry Q ij denotes the rate parameter of an exponential distribution 
that governs the time of transitioning from i to j.

Instead of representing the generator Q explicitly, we will specifically consider population models of interacting agents 
[20], which can be easily represented by:

• a vector of population variables �X = (X1, . . . , Xn), counting the number of entities of each kind, and taking values in 
S ⊆ N

n;
• a finite set of reaction rules, describing how the system state can change. Each rule η is a tuple η = (�rη, �sη, τη). �rη (re-

spectively �sη) is a vector encoding how many agents are consumed (respectively produced) in the reaction, so that 
�vη = �sη − �rη gives the net change of agents due to the reaction. τη = τη( �X, θ) is the rate function, associating to each 
reaction the rate of an exponential distribution, depending on the global state of the model and on a d dimensional 
vector of model parameters, θ . Reaction rules are easily visualised in the chemical reaction style, as follows:

r1 X1 + . . . rn Xn
τ ( �X,θ)−−−−→ s1 X1 + . . . sn Xn

For the population models we consider, the entries of the generator matrix can be reconstructed as follows:

Q ij =
∑
η

τη( �X, θ)

where i = �X and j = �X + �vη .
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