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We discuss the computation of a distance between two hierarchical clusterings of the 
same set. It is defined as the minimum number of elements that have to be removed so 
the remaining clusterings are equal. The problem of distance computing was extensively 
studied for partitions. We prove it can be solved in polynomial time in the case of 
hierarchies as it gives birth to a class of perfect graphs. We also propose an algorithm 
based on recursively computing maximum assignments.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Decomposing a set into patterns of interest is a central 
problem in data analysis. Evaluating the distance between 
decompositions is an important task in this context as it 
allows to study the behaviour of clustering algorithms or 
study the evolution of a set of patterns over time. The sit-
uation where the detected patterns do not overlap is called 
partitions. Measures based on edit distance [3] or on mu-
tual information [6] can be used to assess the distance 
between those objects. The first corresponds to the min-
imum number of elements that need to be moved from 
one group to another for the two partitions to be equal 
(called transfer distance in [7]). It was used for practical 
applications in bioinformatics [10]. Similar definitions can 
also applied to different kind of decompositions e.g. with 
overlapping groups (called set covers).

This work focuses on hierarchical clusterings (also called 
hierarchies) in which each group can be recursively de-
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composed into smaller groups. The problem of distance 
definition between hierarchies is of interest as they can 
be used to represent and study a system (such as com-
plex networks [8]) at different scales. Comparing hierar-
chical clusterings is related to the comparison of phylo-
genetic trees [9] in biology although those objects have 
typically more constraints than the decompositions stud-
ied here.

We investigate the problem of finding the minimum 
number of elements to be removed so that the remain-
ing hierarchical clusterings are equal or, equivalently, the 
size of smallest subset of elements for which the decom-
positions “disagree”. After having define the core concepts 
(Section 2), we will provide two alternative proofs of the 
main claim (Sections 3 and 4). The first links the problem 
to a class of perfect graphs (generalizing the results of [3]) 
since the difference between hierarchies can be encoded 
into a graph (called the difference graph) with specific char-
acteristics. The second provides a polynomial algorithm 
to compute the distance between hierarchical clusterings. 
Both approaches are based on similar observations (Lem-
mas 2 and 3). Section 5 provides concluding remarks and 
directions for future work.
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Fig. 1. Example of two hierarchies H1, H2 of a set S = {a, b, c, d, e, f } and their difference graph G(H1, H2). The levels of H1 are N1(H1) =
{{a, b, c}, {d, e, f }} and N2(H1) = {{a, b}, {c}}. We have dS (H1, H2) = 3 with the suppression set S ′ = {a, b, c}.

2. Definitions

We assume we have a set S of elements of finite cardi-
nality. A hierarchy H = (H1, H2, . . . , Hk) is a finite multiset 
of non-empty subsets of S such that if there exist two 
groups H1, H2 ∈ H such that if H1 ∩ H2 �= ∅ then either 
H1 ⊆ H2 or H2 ⊆ H1. The relation of inclusion between 
the sets defines a partial ordered set. It can be represented 
in a forest fashion, the roots of each tree being the sets 
that are not include in any other group.

Let Ni(H) denotes the i-th level of H i.e. the groups sit-
ting at depth i in this forest. Notice it is still well defined 
if H contains repeated groups. A level Ni(H) is a parti-
tion since it does not contain overlapping sets. The depth
of a hierarchy d(H) is the maximum depth of its groups. 
We define as H[S ′] the sub-hierarchy induced by S ′ ⊆ S as 
the non-empty sets of {S ′ ∩ Hi}1≤i≤k . It is the hierarchical 
clustering of S ′ obtained after the removal of every ele-
ments of {S \ S ′} in each group of H (discarding empty 
sets).

Definition 1 (Suppression distance). Let H1 and H2 be two 
hierarchies of S . The suppression distance ds is defined as

ds(H1,H2) = min
S ′⊆S

{|S ′| : H1[S \ S ′] = H2[S \ S ′]}

A set S ′ such that H1[S \ S ′] = H2[S \ S ′] is called a sup-
pression set.

Theorem 1. The function ds is a metric.

Proof. The non-negativity, identity and symmetry proper-
ties are straightforward for ds . Moreover, this distance re-
spects the triangular inequality. Consider three hierarchies 
H1, H2 and H3. Let Sij ⊆ S be a minimum suppression set 
for (Hi, H j). Since S12 ∪ S23 is also a suppression set for 
(H1, H3), we have:

|S13| ≤ |S12 ∪ S23| ≤ |S12| + |S23|
ds(H1,H3) ≤ ds(H1,H2) + ds(H2,H3) �
3. Existence of a polynomial-time solution

We give here a non-constructive proof for the existence 
of a polynomial time algorithm. It generalizes the results of 
Gusfield [3] on the equivalence between this problem and 
the minimum vertex cover problem on perfect graphs. The 
difference between hierarchies can be encoded in a differ-
ence graph (Definition 2). Finding a suppression set for two 

hierarchies is equivalent to find a minimum vertex cover 
in this graph (Theorem 2). Since, this graph is perfect [5]
(Theorem 3), it exists a polynomial time algorithm to solve 
this problem.

Definition 2 (Difference graph). Let H1 and H2 be two hi-
erarchies of a set S . We call G(H1, H2) = (S, E) the differ-
ence graph of (H1, H2)

1 with

E = {(s1, s2) ∈ S2 : |H1[{s1, s2}]| �= |H2[{s1, s2}]|}
This graph can contain self-loops.

Two elements of S are connected iff they do not appear 
in the same number of groups together in both hierarchies. 
An example of hierarchies and their difference graph can 
be found in Fig. 1.

Lemma 1. Given G = (S, E) the difference graph of (H1, H2)

and S ′ ⊆ S, the induced subgraph G[S ′] is the difference graph 
of (H1[S ′], H2[S ′]).

Proof. Let G ′ = G(H1[S ′], H2[S ′]). First, notice that
V (G ′) = V (G[S ′]) by definition. Second, we have E(G ′) =
E(G[S ′]). Indeed, for i ∈ {1, 2}, the number of groups 
where {s1, s2} ∈ S ′2 appear together is equal in Hi and 
Hi[S ′] by definition of induced hierarchy. Therefore, we 
have E(G ′) = {(s1, s2) ∈ S ′2, |H1[{s1, s2}]| �= |H2[{s1, s2}]|}
which is also equal to E(G[S ′]) by definition of induced 
subgraph. �
Theorem 2. ds(H1, H2) is equal to the size of the minimum 
vertex cover of G(H1, H2).

Proof. Let G = G(H1, H2). We show first that E(G) = ∅ ⇔
H1 =H2.

1. (H1 = H2) ⇒ (E(G) = ∅) by definition of difference 
graph.

2. (E(G) = ∅) ⇒ (H1 =H2)

(a) d(H1) = d(H2) = d since G contains no self-loops 
by hypothesis. Every s ∈ S belongs to the same 
number of sets in both hierarchies and d(H) =
maxs∈S |H[{s}]|.

(b) G = ⋃d
i=1 G(Ni(H1), Ni(H2)) since all elements in 

S belong to at most one group at a given level 
by definition of hierarchy. Indeed, let (a, b) ∈ S2

1 To simplify notations, G will sometimes be used instead of 
G(H1, H2).



Download English Version:

https://daneshyari.com/en/article/427108

Download Persian Version:

https://daneshyari.com/article/427108

Daneshyari.com

https://daneshyari.com/en/article/427108
https://daneshyari.com/article/427108
https://daneshyari.com

