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This paper revisits the scheduling problem on an unbounded parallel batch machine for 
minimizing a maximum cost fmax. It was reported in the literature that the decision 
version of the problem is solvable in O (n2 + n log P ) time, where n is the number of jobs 
and P is the total processing time of jobs. This implies that the optimization version for 
minimizing fmax can be solved in weakly polynomial time. But a strongly polynomial-time 
algorithm has not been provided for this problem. In this paper, we present an O (n4)-time 
algorithm for the Pareto optimization problem for minimizing Cmax and fmax, where Cmax
is the maximum completion time of jobs. Consequently, the problem for minimizing fmax
can also be solved in O (n4) time.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Suppose that we are given a set of n jobs J1, J2, · · · , Jn

to be processed on a parallel-batch (shortly, p-batch) ma-
chine. All jobs and the machine are available from time 
zero onwards. Each job J j has an integer processing time 
p j > 0. A p-batch machine can process jobs in batches, 
where a batch B is a subset of jobs, the processing time 
of batch B is the largest processing time of the jobs in B , 
i.e., p(B) = max{p j : J j ∈ B}, and the completion times of 
all jobs in a batch are defined to be the completion time 
of the batch. When the objective function to be minimized 
is regular (nondecreasing in the completion times of the 
jobs), we only need to consider the feasible schedules in 
which the batches are scheduled consecutively with no 
idle times. Then a schedule is given by a batch sequence 
σ = (B1, B2, · · · , Bk) in which the completion time of a 
job J j ∈ Bi in σ is given by C j(σ ) = p(B1) + p(B2) + · · · +
p(Bi). As to the batch capacity, denoted by b, there are two 
versions in the literature: bounded version (b < n) and un-
bounded version (b ≥ n). In this paper, we only consider 
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the unbounded version. Moreover, we assume in this pa-
per that all objective values are integral.

For a given schedule σ , let f j(·) be the cost function for 
job J j , 1 ≤ j ≤ n. In this paper we assume that each f j(·)
is a regular (i.e., f j(t) is nondecreasing in t) function and 
for each t ≥ 0, f j(t) can be calculated in constant time. 
Let fmax(σ ) = max1≤ j≤n f j(C j(σ )) be the maximum cost 
of σ . Using the standard three-field α|β|γ notation intro-
duced by Graham et al. [2], we use 1|p-batch, b ≥ n| fmax
to denote the unbounded p-batch scheduling problem to 
minimize the maximum cost fmax.

P-batch scheduling was first introduced in Lee et al. [7]
with bounded capacity. Later, Brucker et al. [1] extended 
the research of p-batch scheduling to the unbounded ver-
sion. Up to now, p-batch scheduling has been extensively 
studied. For our purpose, we only review some related 
work.

Brucker et al. [1] presented an O (n2)-time algorithm 
for problem 1|p-batch, b ≥ n|Lmax, where Lmax is the max-
imum lateness of jobs. As a byproduct, Brucker et al. 
[1] also pointed that the feasibility (decision) problem 
1|p-batch, b ≥ n, fmax ≤ U | is solvable in O (n2 + n log P )

time. Then problem 1|p-batch, b ≥ n| fmax can be solved 
in polynomial time by binary search for the feasibility 
problem. However, this is not a strongly polynomial-time
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algorithm. To the best of our knowledge, a strongly 
polynomial-time algorithm for the problem has not been 
provided in the literature. In this paper, we present an
O (n4)-time algorithm for problem 1|p-batch, b ≥ n| fmax. 
Our research is closely related to the Pareto optimization 
scheduling for minimizing Cmax and fmax, where Cmax is 
the maximum completion time of jobs.

Following Hoogeveen [5], the Pareto optimization
scheduling problem on a single machine to minimize two 
regular objective functions f and g can be formulated as 
follows.

Pareto optimization: For a given schedule π , we denote 
by ( f (π), g(π)) the objective vector of π . If there exists 
no schedule σ such that ( f (σ ), g(σ )) ≤ ( f (π), g(π)) and 
at least one of the two strict inequalities f (σ ) < f (π)

and g(σ ) < g(π) holds, we call π a Pareto optimal sched-
ule and ( f (π), g(π)) a Pareto optimal point corresponding 
to π . The goal of the Pareto optimization scheduling is to 
find all Pareto optimal points and, for each Pareto optimal 
point, provide a corresponding Pareto optimal schedule. 
Following the notation of T’kindt and Billaut [8], the Pareto 
optimization scheduling problem on a single machine to 
minimize two objective functions f and g can be denoted 
by 1|β| #( f , g), where β denotes the restricted constraints 
of the feasible schedules. Related to problem 1|β| #( f , g), 
there are two constrained optimization scheduling prob-
lems 1|β| f : g ≤ V and 1|β|g : f ≤ U , where g ≤ V
( f ≤ U ) means the restriction that, for each feasible sched-
ule, the value of objective function g ( f ) is no more than 
the given upper bound V (U ).

If π is an optimal schedule of problem 1|β| f : g ≤ V
and also a Pareto optimal schedule of problem 1|β| #( f , g), 
we say that π is optimal and Pareto optimal for prob-
lem 1|β| f : g ≤ V . If an algorithm returns an optimal 
and Pareto optimal schedule for each feasible instance 
of problem 1|β| f : g ≤ V , we also say that the algo-
rithm is an optimal and Pareto optimal algorithm for problem 
1|β| f : g ≤ V .

Suppose that we have an optimal and Pareto opti-
mal algorithm A(V ) for problem 1|β| f : g ≤ V in hand. 
Then all Pareto optimal points for problem 1|β|#( f , g)

can be generated iteratively by the following algorithm 
Pareto-Generating(A(V )).

Pareto-Generating(A(V )): Set V := +∞ and do A(V ) on 
problem 1|β| f : g ≤ V to obtain the first Pareto opti-
mal point (U (1), V (1)) and the corresponding Pareto op-
timal schedule π1. Generally, if (U (i), V (i)) and πi have 
been generated, we set V := V (i) − 1 and do A(V ) on 
problem 1|β| f : g ≤ V to obtain the next Pareto optimal 
point (U (i+1), V (i+1)) and the corresponding Pareto opti-
mal schedule πi+1. This procedure terminates when we 
meet a number N so that (U (N), V (N)) and πN have been 
generated but the problem 1|β| f : g ≤ V is infeasible for 
V = V (N) −1. Then (U (i), V (i)), 1 ≤ i ≤ N , are all Pareto op-
timal points of problem 1|β|#( f , g), and their correspond-
ing Pareto optimal schedules are given by πi , 1 ≤ i ≤ N .

The following lemma, which can be easily observed, 
was widely used in the literature, for example, in Hooge-
veen and Van de Velde [6], He et al. [3], and He et al. [4].

Lemma 1.1. Suppose that problem 1|β|#( f , g) has at most 
v(n) Pareto optimal points and the optimal and Pareto opti-
mal algorithm A(V ) used in Pareto-Generating(A(V )) has a 
time complexity O (q(n)) which is independent of the choice 
of V . Then algorithm Pareto-Generating(A(V )) solves problem 
1|β|#( f , g) in O (q(n)v(n)) time.

Now the Pareto optimization scheduling problem on an 
unbounded parallel batch machine for minimizing Cmax
and fmax can be denoted by 1|p-batch, b ≥ n|#(Cmax, fmax), 
and the two related constrained optimization scheduling 
problems are denoted by 1|p-batch, b ≥ n|Cmax : fmax ≤ F
and 1|p-batch, b ≥ n| fmax : Cmax ≤ C , respectively.

Related work: He et al. [3] first studied the Pareto opti-
mization problem 1|p-batch, b ≥ n|#(Cmax, Lmax). Suppose 
that the jobs are sorted in SPT (shortest processing time 
first) order in the preprocessing procedure. They showed 
that an optimal and Pareto optimal schedule of problem 
1|p-batch, b ≥ n|Cmax : Lmax ≤ L can be found in linear 
time, provided that L is a given upper bound. They also 
showed that problem 1|p-batch, b ≥ n|#(Cmax, Lmax) has at 
most n(n−1)

2 + 1 Pareto optimal points. As a consequence, 
problem 1|p-batch, b ≥ n|#(Cmax, Lmax) can be solved in 
O (n3) time.

Recently, He et al. [4] studied problem 1|p-batch, b ≥
n|#(Cmax, fmax). In their research, in O (n log P ) time, 
the constrained condition fmax ≤ F is reduced to dead-
lines d j for all jobs J j , 1 ≤ j ≤ n, given by the form 
d j = max{t : f j(t) ≤ F }. Then problem 1|p-batch, b ≥
n|Cmax : fmax ≤ F is reduced to problem 1|p-batch, b ≥
n|Cmax : Lmax ≤ 0 under the deadlines. By similar tech-
nique for solving problem 1|p-batch, b ≥ n|Cmax : Lmax ≤ L
in [3], they showed that an optimal and Pareto opti-
mal schedule of problem 1|p-batch, b ≥ n|Cmax : fmax ≤ F
can be obtained in O (n log P ) time. They further showed 
that problem 1|p-batch, b ≥ n|#(Cmax, fmax) has at most 
n(n−1)

2 + 1 Pareto optimal points. Consequently, problem 
1|p-batch, b ≥ n|#(Cmax, fmax) can be solved in weakly 
polynomial O (n3 log P ) time.

Our contribution: In this paper, we directly devise an op-
timal and Pareto optimal algorithm for problem 1|p-batch,

b ≥ n|Cmax : fmax ≤ F with running time O (n2). Since there 
are at most n(n−1)

2 + 1 Pareto optimal points from [4], by 
Lemma 1.1, problem 1|p-batch, b ≥ n|#(Cmax, fmax) can be 
solved in O (n4) time. We also construct an instance of 
problem 1|p-batch, b ≥ n|#(Cmax, fmax) which has exactly 
n(n−1)

2 + 1 Pareto optimal points. This shows that the up-

per bound n(n−1)
2 + 1 of Pareto optimal points established 

in He et al. [4] is tight. This leaves the following unad-
dressed issue.

Open problem: Is the upper bound n(n−1)
2 +1 of Pareto op-

timal points established in [3] tight for problem 1|p-batch,

b ≥ n|#(Cmax, Lmax)?

2. Algorithm and analysis

2.1. A strongly polynomial-time algorithm

Following Brucker et al. [1], a schedule σ = (B1, B2,

· · · , Bk) is called an SPT-batch schedule, if for every two 
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