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We consider two scheduling problems on m uniform serial batch machines where m is 
fixed. In the first problem, all jobs have to be scheduled and the objective is to minimize 
total completion time. In the second problem, each job may be either rejected or accepted 
to be scheduled and the objective is to minimize the sum of total completion time and 
total rejection penalty. A polynomial time procedure is presented to solve both problems 
with the time complexity O (m2nm+2) and O (m2nm+5), respectively.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Batch scheduling problems have been extensively stud-
ied in the literature (see, e.g., [1–5]), and single-machine 
serial-batch scheduling problems have received much at-
tention too (see, e.g., [6–14]). However, to the best of 
our knowledge, little work has been done on serial batch 
scheduling problems with parallel machines involved. So 
we study two serial batch scheduling problems on uniform 
parallel machines in order to attract more attention to this 
subject. Note that one of our problems involves rejection 
which is also an attractive research field (see a survey by 
Shabtay et al. [15]).
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The first problem studied in this note can be stated as 
follows. There are n jobs J1, · · ·, Jn , where each job J j

(1 ≤ j ≤ n) has a processing time p j > 0. All the jobs have 
to be partitioned into batches and all the batches have 
to be scheduled on m uniform serial batch machines M1, 
· · ·, Mm where m is fixed. Each machine Mi (1 ≤ i ≤ m)

has a speed vi > 0, a batch capacity bi > 0 and a setup 
time si ≥ 0, which implies that machine Mi can process a 
batch B , which includes at most bi jobs, in a processing 
time pi(B) = si + (

∑
J j∈B p j)/vi , and the completion time 

C j of each job J j ∈ B is equal to the completion time of 
the batch B . The objective is to minimize the total comple-
tion time of all the jobs. Following the three-field notation 
introduced by Graham et al. [16], this problem can be re-
ferred to by Q m | s-batch | ∑ C j .

In the second problem where rejection is involved, ev-
ery job J j (1 ≤ j ≤ n) has to be either accepted to be 
scheduled on the m uniform serial batch machines, or re-
jected with a rejection penalty e j ≥ 0. The objective is to 
minimize the sum of the total completion time of the ac-
cepted jobs and the total rejection penalty of the rejected 
jobs. Let A be the set of the accepted jobs and A be the 
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set of the rejected jobs. Then this problem can be referred 
to by Q m | s-batch, rej | ∑ J j∈A C j + ∑

J j∈A e j .

We now pay attention to the papers that are related 
to our research. Coffman et al. [6] provide an algorithm 
to solve the problem 1 | s-batch | ∑

C j in O (n log n) time. 
The problems P || ∑

C j and R || ∑
C j can be solved with 

the time complexity O (n log n) and O (n3) respectively, 
where P (R) indicates identical (unrelated) parallel ma-
chines (see, [17–20]). Shabtay [14] shows that the prob-
lem 1 | s-batch, rej | ∑

J j∈A C j + ∑
J j∈A e j can be solved in 

O (n5) time by a dynamic programming.
This note is organized as follows. In Section 2, we pro-

vide a polynomial time procedure to solve our first prob-
lem in O (m2nm+2) time. In Section 3, the procedure is 
modified to solve our second problem in O (m2nm+5) time. 
In Section 4, we conclude our note.

2. Minimizing the total completion time

In this section, we solve the problem Q m | s-batch |∑
C j by a dynamic programming in O (m2nm+2) time. 

Without loss of generality, assume that p1 < p2 < · · · < pn . 
We say batch B is regular if and only if B = { J j : lB ≤ j ≤
uB} where lB = min{ j : J j ∈ B} and uB = max{ j : J j ∈ B}. 
Then we can focus on the schedules with specific proper-
ties according to the following lemma.

Lemma 1. For problem Q m | s-batch | ∑ C j , there is an optimal 
schedule such that the following two properties are both satis-
fied:

1. If two jobs J j and J j′ (1 ≤ j < j′ ≤ n) are both scheduled 
on the same machine, then C j ≤ C j′ .

2. All the batches that are scheduled are regular.

Proof. It is easily seen that all the optimal schedules sat-
isfy property 1. Suppose now that none of the optimal 
schedules satisfy property 2, which implies that in any op-
timal schedule, there is at least one non-regular batch. Let 
lπ = min{ j : J j belongs to a non-regular batch in optimal
schedule π}, uπ = max{ j : J j belongs to the batch which
includes Jlπ in optimal schedule π}, L = max{lπ : π is an
optimal schedule}, Π = {optimal schedule π : lπ = L}, U =
min{uπ : π ∈ Π} and Π ′ = {π ∈ Π : uπ = U }. Note that 
Π ′ �= ∅.

Let schedule σ ∈ Π ′ . Let B be the batch that includes 
jobs J L and J U in σ , which implies that batch B is not 
regular. Without loss of generality, assume that batch B
is scheduled on machine Mi (1 ≤ i ≤ m) and there is 
a job Jk /∈ B where L < k < U in σ . Then according to 
property 1, job Jk cannot be scheduled on Mi in σ , so 
we can assume that Jk ∈ B ′ which is scheduled on ma-
chine Mi′ (1 ≤ i′ ≤ m and i′ �= i). Let ni = |Ni | where Ni =
{ J j : j ≥ L and J j is scheduled on Mi in σ }, and let ni′ =
|Ni′ | where Ni′ = { J j : J j is scheduled on Mi′ and C j ≥
Ck in σ }. We now claim that ni/vi = ni′/vi′ .

In fact, if ni/vi < ni′/vi′ , then we will let feasible sched-
ule σ1 be the same as σ except that job J L will be in-
cluded in batch B ′ and be scheduled on machine Mi′ , and 

that job Jk will be included in batch B and be sched-
uled on machine Mi . Let f (σ ) and f (σ1) be the objec-
tive values of σ and σ1 respectively, then we have that 
f (σ1) = f (σ ) + ni(pk − pL)/vi − ni′ (pk − pL)/vi′ < f (σ ), 
contradicting the fact that σ is an optimal schedule. Else 
if ni/vi > ni′/vi′ , then we will let feasible schedule σ2 be 
the same as σ except that job J U will be included in batch 
B ′ and be scheduled on machine Mi′ , and that job Jk will 
be included in batch B and be scheduled on machine Mi . 
Then we have that the objective value of σ2 is equal to 
f (σ ) −ni(pU − pk)/vi +ni′ (pU − pk)/vi′ which is less than 
f (σ ), contradicting the fact that σ is an optimal schedule 
too. So ni/vi = ni′/vi′ .

Now, we consider the feasible schedule σ2 again. It is 
easily seen that σ2 is an optimal schedule and lσ2 = L (if 
lσ2 < L, then lσ should be less than L too; else if lσ2 > L, 
then it contradicts the definition of L), which imply that 
σ2 ∈ Π , which together with the fact that uσ2 < U contra-
dicts the definition of U . �

Recall that our goal is to find an optimal schedule of 
the n jobs. Now, we can define Π( j, r, k, qi (i = 1, · · · , m))

as an optimal partial solution on job set { J j, · · · , Jn}, with 
jobs J j and Jk starting and ending the first batch on ma-
chine Mr , and with qi jobs scheduled on machine Mi .

We say a partial schedule Π( j, r, k, qi) is proper if and 
only if 1 ≤ j ≤ n, 1 ≤ r ≤ m, j ≤ k ≤ min{n, br + j − 1}, 
0 ≤ qi ≤ n − k (i = 1, · · · , r − 1, r + 1, · · · , m), k − j + 1 ≤
qr ≤ n − j + 1 and 

∑m
i=1 qi = n − j + 1. Note that the num-

ber of proper partial schedules Π( j, r, k, qi) is O (mnm+1)

as there may be O (n) different j values, O (m) differ-
ent r values, O (n) different k values and O (n) differ-
ent qi (i = 1, · · · ,m − 1) values (note that qm = n − j + 1 −∑m−1

i=1 qi ).
Let F ( j, r, k, qi (i = 1, · · · , m)) denote the objective 

value of partial schedule Π( j, r, k, qi). Then F ( j, r, k, qi) =
+∞ when Π( j, r, k, qi) is not proper. And the initial con-
ditions are given by

F ( j, r,n,qi) = qr

(
sr +

∑n
h= j ph

vr

)
,

where j = j′, · · · , n ( j′ = max{1, n + 1 − br}), r = 1, · · · , m, 
qi = 0 (i = 1, · · · , r − 1, r + 1, · · · , m) and qr = n − j + 1.

Note that any proper partial schedule Π( j, r, k, qi) can 
be obtained by adding jobs J j, · · · , Jk as a batch to ma-
chine Mr in the optimal one of partial schedules Π(k + 1,

r′, k′, q′
i), where q′

i = qi (i = 1, · · · , r − 1, r + 1, · · · , m) and 
q′

r = qr − (k − j + 1). So we have the following dynamic 
programming formula (DP1):

F ( j, r,k,qi) = qr

(
sr +

∑k
h= j ph

vr

)

+ min
{

F
(
k + 1, r′,k′,q′

i

)}
where r′ = 1, · · · , m, k′ = k + 1, · · · , min{n, k + br}, q′

i = qi
(i = 1, · · · , r − 1, r + 1, · · · , m) and q′

r = qr − (k − j + 1). 
Note that (DP1) requires O (mn) time.

Finally, the optimal objective value of scheduling the n
jobs is equal to

min
{

F (1, r,k,qi) : Π(1, r,k,qi) is proper
}
,
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