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The design of mixed-criticality systems is often subject to mandatory certification and 
has been drawing considerable attention over the past few years. This letter studies 
fixed-priority scheduling of mixed-criticality systems on a uniprocessor platform but in 
a more general way, using different priority orderings in different execution phases and 
considering them collectively. Then a sufficient response-time analysis is developed and a 
new priority assignment scheme is proposed. This generalized approach has potential in 
better schedulability performance for mixed-criticality systems.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

There has been an increasing trend of integrating mul-
tiple functionalities of different criticality levels upon a 
shared hardware platform to address the growing de-
mand for computing power cost-efficiently in safety-
critical real-time systems. When certifying such mixed-
criticality (MC) systems, the certification authorities and 
manufacturers mandate different assumptions about the 
worst-case system behavior, depending on the critical-
ity of concerned functionalities. To simultaneously guar-
antee temporal correctness at all different levels of as-
surance, scheduling issues arising from these multiple 
certification requirements have been studied extensively 
[1–4].

As a preferred approach in industry due to its flexi-
bility and ease of predictability, fixed-priority (FP) pre-
emptive scheduling was firstly introduced into the MC 
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scenario in Vestal’s seminal work [1]. Schedulability anal-
ysis based on response-time is presented there and then 
improved by Baruah [2]. The Adaptive Mixed Critical-
ity (AMC) scheme in [2] has been shown to be one 
of the most effective MC scheduling approaches and 
forms the basis of further related studies [5–7]. Note the 
above studies share a common assumption that enforces 
the same task priority ordering throughout the system’s 
life.

As in general multi-mode systems [8], enabling change 
of priorities in the event of a mode-change has been stud-
ied in MC systems [3,9]. However, one characteristic of 
these schemes is that they do not distinguish the phase of 
mode transition from the steady new mode. Besides, the 
Priority May Change (PMC) approach [9] deals with behav-
iors of different criticality levels individually, ignoring the 
dependency. In this letter, the execution model is further 
relaxed that priorities can be re-assigned not only in the 
event of mode change but also when the mode transition 
ends. Based on this, we investigate FP scheduling of MC 
systems by considering different execution phases collec-
tively.

http://dx.doi.org/10.1016/j.ipl.2016.02.009
0020-0190/© 2016 Elsevier B.V. All rights reserved.

http://dx.doi.org/10.1016/j.ipl.2016.02.009
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/ipl
mailto:chenyao.kevin@gmail.com
mailto:kgshin@umich.edu
mailto:hgxiong@buaa.edu.cn
http://dx.doi.org/10.1016/j.ipl.2016.02.009
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ipl.2016.02.009&domain=pdf


Y. Chen et al. / Information Processing Letters 116 (2016) 508–512 509

2. System model

Task model: An MC sporadic task τi is characterized by 
a four-tuple τi = (Ti, Di, ξi, �Ci), where Ti denotes its pe-
riod, Di the relative deadline, ξi the criticality level, and 
�Ci a vector of worst case execution time (WCET) estima-
tions. In this letter constrained deadline is assumed and 
our attention will be restricted to dual-criticality systems, 
but the main principle can be scaled to an increased num-
ber of criticality levels with further efforts. Formally, for 
task τi , we assume ξi ∈ {LC, HC} and �Ci = {C L

i , C H
i } with 

C L
i ≤ C H

i , where C L
i (C H

i ) denotes low-criticality (LC) (high-
criticality (HC)) WCET.

Certification requirements: Consider a system � =
{τi |1 ≤ i ≤ n} consisting of a set of independent MC tasks. 
During different runs the system could show different be-
haviors generally and its mandated temporal correctness 
differs depending on the concerned criticality level. For 
such MC system to be certified correct, the following tim-
ing requirements should be guaranteed:

• No job of any task τi can execute for more than C ξi
i , 

otherwise the system is exhibiting erroneous behavior.
• As long as no job executes for more than C L

i , the sys-
tem is regarded as exhibiting LC behavior, and all jobs 
should meet their deadlines.

• If some HC job executes for C L
i without completion, 

the system begins to exhibit HC behavior and from 
this instant of criticality change only HC jobs are re-
quired to meet their deadlines.

The HC jobs that are active (released but not yet com-
pleted) upon occurrence of the criticality change are re-
ferred as carry-over jobs [4]. Recall that LC jobs are not 
required to complete by their deadlines for HC system 
behaviors, which is an implication of the certification re-
quirements. This strictness was then relaxed by Santy [10]
which allowed LC tasks to execute after the criticality 
change and the system to change back to LC mode. And 
more related schemes can be found in a recent survey [11].

Scheduling strategy: As a special case of multi-mode 
systems [8], dual-criticality systems could go through three 
distinct phases: steady LC mode, mode transition period 
and steady HC mode. The mode transition period rep-
resents the time interval between the criticality mode 
change and the instant when all carry-over jobs have com-
pleted their execution. To favor accommodating the change 
of system load upon occurrence of the criticality change, in 
this letter we prefer to use different priority orderings in 
different phases and introduce a new strategy for task dis-
patching, called Generalized Fixed-Priority (GFP). Specially, 
each task τi has three unique-priority parameters:

• P L
i : priority for jobs executed in the steady LC mode;

• P T
i : priority for the carry-over job when the system 

exhibits HC behavior;
• P H

i : priority for jobs released after the criticality 
change.

Starting from 1, assume the larger value represents the 
higher priority. Initially, the system starts in the steady LC

mode and the scheduler selects the highest priority job 
for execution according to the ordering of P L

i . When the 
criticality change occurs, the system switches to the mode 
transition period, LC jobs are discarded and HC jobs are 
scheduled according to the ordering of P T

i and P H
i , which 

may interleave with each other for different tasks, for ex-
ample P T

i > P T
j > P H

j > P H
i . Finally in the steady HC mode, 

the scheduler selects the highest priority job according to 
the ordering of P H

i .
Note that P T

i is exclusive for the carry-over job, strad-
dling the criticality change. The advantage is to mitigate 
the problem that some carry-over job may execute late in 
the steady LC mode and thus has to complete its remain-
ing HC execution in a very short scheduling window after 
the criticality change. Since each job must have completed 
execution before the next release under the assumption of 
constrained deadline, we have P T

i > P H
i for HC tasks. As 

for LC tasks, since they are prevented from executing af-
ter the criticality change, their priorities P T

i and P H
i are 

useless and ignored here.

3. Response time analysis

In this section a sufficient schedulability test is derived 
based on the same analysis framework as in [2,6], where 
response times in three distinct scenarios are studied.

3.1. Jobs finished in the steady LC mode

MC tasks behave exactly the same as traditional (non-
MC) ones in the steady LC mode. Thus, the standard RTA 
method can be applied to derive τi ’s response time R L

i :

R L
i ← C L

i +
∑

∀τk∈hpL(i)
�R L

i /Tk	C L
k (1)

where hpL(i) = {τk ∈ �|P L
k > P L

i } denotes the set of tasks 
with higher priority than that of τi in the steady LC mode.

3.2. Carry-over job

Consider the carry-over job J p
i in Fig. 1, released be-

fore the criticality change with span s ∈ [0, R L
i ]. For conve-

nience of presentation, define task subset hpxyz
T (i) as

{τk ∈ �\τi| f (P L
k , P L

i ) = x, f (P T
k , P T

i ) = y,

f (P H
k , P T

i ) = z}
where x, y, z are binary variables, f (u, v) is a binary func-
tion returning 1 if u ≥ v , otherwise 0. Depending on the 
priority orderings, there are five possible situations for 
τk to interferer with J p

i within the busy period [t0, f
p
i ]: 

τk ∈ hpxyz
T (i) with xyz ∈ � = {111, 110, 100, 011, 010}. Spe-

cially, x = 1 means τk has higher priority than τi in the 
steady LC mode and similar interpretation applies to y and 
z. Note that hp000

T (i) cannot interfere with τi and combina-
tions {001, 101} are ruled out due to constraint P T

k > P H
k .

3.2.1. Interference calculation
For each situation xyz ∈ �, two kinds of interference 

of the higher priority task τk ∈ hpxyz
T (i) are calculated: 
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