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In this paper, we continue the research on formal treatment of attributes of information,
based on the computational approach. In this scenario, the usefulness of advisory
information is measured by the decrease in complexity of a problem we need to solve.
We propose to model the time criticality via usefulness of a piece of information which is
received during the computation. As a modeling tool, we use deterministic finite automata.
We give two definitions of time criticality. In the static case, we consider supplementary
information which concerns the entire input instance. In the dynamic case, we consider
information about the unprocessed part of the input. Despite the simplicity of our model,
we shall see that the development of time criticality may exhibit an interesting behavior.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

The research on formal treatment of attributes of infor-
mation was initiated by Gaži, Rovan and Steskal in [1–3].
Building on the notion of usefulness of information we
present a formal approach to the time criticality of infor-
mation.

Shannon’s definition of information [4] was motivated
by problems related to information transmission and pro-
vides a measure of “the amount” of information. Algorith-
mic information theory studies the information content in
strings by measuring the complexity of their description
by machines [5]. The idea of providing “additional infor-
mation” appeared in probability theory, automata theory
(e.g. promise problems [6]) and more recently in on-line
algorithms [7,8].

A formal study of the informally used notion of “use-
fulness” of information was initiated in [1] and later elab-
orated in [2] and [3]. The usefulness of information is
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measured by the decrease in complexity of solving a given
problem using the information provided, i.e., a computa-
tional point of view on the information usefulness is used.

In this paper, we consider another informally used no-
tion not studied yet – the notion of “time criticality” of
information. We attempt to capture the fact that the same
information may be more or less useful depending on the
moment when it is received. We shall use the automata
theory setting. The key issue is the choice of the measure
of time criticality. We shall base it on the notion of useful-
ness, as formalized in the work of Steskal [2].

We shall formalize time criticality using the following
scenario. Suppose we have a set of machines, which are
able to perform a set of algorithms. We are solving a par-
ticular instance of a computational problem. During the
computation, we obtain some supplementary information
(advice) about the input instance. This information might
enable us to use a different algorithm (i.e., a different ma-
chine) to finish the computation. It may be more or less
simple depending on the time when the advice is received.

The setting: The problem to be solved is a regular lan-
guage L given by a finite automaton AL . The additional
information is provided during the computation of AL on
a given word w via another language Ladv. In principle, we
could consider Ladv to be an arbitrarily complex language.
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This could render the remaining task in accepting w triv-
ial. We therefore do not want to use advice which is more
complex than the original problem. We shall thus focus on
utilizing regular advice in this paper.

Our goal is to analyze possible behaviors of usefulness
of information as a function of the time when the infor-
mation is received. We do not aim to deal with particular
problems or algorithms. We shall focus on the very sub-
stance of the aspect and demonstrate some of its proper-
ties.

In Section 2 we give our definition of the time criticality
using deterministic finite automata. In Section 3 we show
some basic properties of the time criticality. In Section 4
we discuss an alternative definition of time criticality and
its aspects.

2. Time criticality of information in finite automata

We shall use the standard notation from automata the-
ory [9]. A deterministic finite automaton is a 5 tuple
(K ,Σ, δ,q0, F ) with the usual meaning of its components.
The transition function δ is required to be total in this ar-
ticle. We denote components of an automaton A by using
the subscript A, i.e., (K A,ΣA, δA,qA, F A). We shall extend
the transition function δ to words over Σ as usual. Let
R A(q) denote the set of states in A reachable from the
state q. The length of a word w is denoted by |w|. The
number of elements of a set S is denoted by |S|. We de-
note the empty word by ε.

Let AL denote the minimal automaton for a regular lan-
guage L. We may omit the index L when it is clear from
the context.

Denote by C(A) the complexity of A. In this paper we
shall measure the complexity of A by the number of its
states. Thus C(A) = |K A |. We shall define the complexity
of a regular language L by C(L) = C(AL).

In order to define the time criticality of information we
shall use the following scenario. Let A be an automaton.
Consider the computation of A on w = uw ′ . After process-
ing the prefix u the supplementary information w ∈ Ladv is
received. Based on this information it is possible to switch
to a (simpler) automaton A′ , which in case w ∈ L(A)∩ Ladv
reaches an accepting state on w ′ .

We shall first consider the case where the supplemen-
tary information is static in the sense that it always con-
cerns the entire input word w . In Section 4 we shall con-
sider the dynamic case where the supplementary informa-
tion concerns w ′ , the remaining part of the input word.

More formally, let Ladv be an advisory language and
let A be an automaton. If we receive the information the
input word belongs to Ladv during the computation, we
can switch to a new (simpler) automaton A′ satisfying the
following properties for every v ∈ Σ∗

A : uv ∈ L ∩ Ladv ⇒ v ∈
L(A′) and uv ∈ LC ∩ Ladv ⇒ v /∈ L(A′). It may behave arbi-
trarily on words not from Ladv because it does not affect
its correctness. However, we can also receive the informa-
tion the input word does not belong to Ladv. In this case,
we can switch to a new (simpler) automaton A′′ satisfy-
ing for every v ∈ Σ∗

A : muv ∈ L ∩ LC
adv ⇒ v ∈ L(A′′) and

uv ∈ LC ∩ LC
adv ⇒ v /∈ L(A′′).

Example 2.1. Let L be a language of words consisting of
at least two subwords bc and let Lbc be a language of
words, where each b is followed by c. Let A be the mini-
mal automaton accepting L. The computation of A can be
divided into three phases. In the first phase, we wait for
the first b which is followed by c. If we receive the ad-
visory information w ∈ Ladv during this phase, it suffices
to check weather there are at least two b’s in the input
word, so instead of five, we can finish the computation us-
ing only three states.

If we do not receive the information during the first
phase and A verifies the occurrence of the first bc in the
input word, it uses just three states to finish the compu-
tation. If the advisory information is received at this point,
we would be able to finish the computation using an au-
tomaton with just two states.

The preparation for using the additional information
Ladv may “cost” something. The complexity of preparation
for using w ∈ Ladv after t steps may differ from the com-
plexity of preparation for using w /∈ Ladv after t steps. To
compute the worse case, we shall use maximum of these
two values. Note that for a particular w , only one of these
values exists and makes sense. However, the automaton A
has processed only the first t symbols and cannot distin-
guish the two cases.

For a given automaton A, an input word w and an ad-
visory language Ladv we shall define time criticality of Ladv
as a function T A,w,Ladv(t) of time, when the information is
received, measuring the usefulness of this information via
a possible decrease in the number of states needed to fin-
ish the computation.

Definition 2.1. Let A be an automaton, Ladv be an advisory
language and w be an input word. Let w = a1a2 . . .an , each
ai ∈ ΣA . Let wt denote a1a2 . . .at and let δA(qA, wt) = qt .
We shall define time criticality by

T A,w,Ladv(t)

=
|R A(qt)| − max(C(L A,w,Ladv(t)),C(L A,w,LC

adv
(t)))

|R A(qt)|
where C(L A,w,Ladv(t)) resp. C(L A,w,LC

adv
(t)) represent the

complexities of problems to be solved after the piece of
supplementary information w ∈ Ladv resp. w /∈ Ladv is re-
ceived at time t . L A,w,Ladv(t) (similarly L A,w,LC

adv
(t)) can be

solved by any automaton A′ which satisfies

(i) wt w ′ ∈ L(A) ∩ Ladv ⇒ w ′ ∈ L(A′),
(ii) wt w ′ ∈ L(A)C ∩ Ladv ⇒ w ′ /∈ L(A′),

and minimizes C(A′).

Thus, time criticality is a function giving the ratio of the
number of states we can spare by obtaining the informa-
tion at time t to the number of states required without the
supplementary information. In our scenario, the obtained
information is either w ∈ Ladv or w ∈ LC

adv. We consider
the case when the information helps less. Note that time
criticality is a rational number between 0 (inclusive) and 1.
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