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Abstract

The purpose of the current study was to assess the feasibility and validity of including a technical skill
station on a national licensing examination. At the 2003 Medical Council of Canada Qualifying Exami-
nation, 745 test takers participated in a pilot station assessing the ability to perform a technical procedure.
Checklists and rating scales were used for scoring. Validity was investigated by comparing surgery-trained
to non–surgery-trained test takers. The mean for the pilot station was 72.4%. The pilot station was
moderatley correlated to the rest of the examination (item-total correlation .43). The mean score for surgery
test takers was higher than for other test takers (P � .001). Inclusion of a technical skill station on a
high-stakes examination is feasible, and at many levels, there is evidence of the validity of including this
station. © 2007 Excerpta Medica Inc. All rights reserved.
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Although the use of technical skills for the performance of
minor surgical procedures is common in primary care, little
assessment of these skills actually occurs during training.
Furthermore, these skills are not assessed on either national
licensing examinations or on certification examinations.
This failure to assess technical skills at the high-stakes level
may occur because the importance of these skills are not
recognized, because it is assumed that these skills are as-
sessed in-training or because the ability to test for these
skills in a cost-effective and reliable manner has not been
possible.

Technical skill evaluation has been studied in certain
medical specialties. For example, the Objective Structured
Assessment of Technical Skill (OSATS) was developed for
the appraisal of technical skill in surgical trainees [1,2]. The
OSATS platform consisted of surgical trainees rotating
amongst skill stations, while being evaluated by surgeons
using checklists and global rating scales. This examination
is statistically reliable and satisfies many important validity
issues [3]. A similar evaluation tool has been developed
for the assessment of technical skill in family practice
residents [4]. The Structured Assessment of Minor Surgical

Skill (SAMSS) also has moderate to high reliability and
shows evidence of construct validity. The SAMSS format
has also been used to assess the technical skills of clinical
clerks [5]. This assessment of clinical clerks proved feasible
and demonstrated similar reliability as achieved with the
assessment of family medicine residents. This finding sug-
gests that the assessment of technical skills could be imple-
mented during medical training.

What about high-stakes examinations? Most licensing
and certifications examinations typically test candidates’
history taking, physical examination skills, clinical judg-
ment, and communication skills. If the assessment of tech-
nical skills were to be implemented on a high-stakes exam-
ination, it would be necessary both to study the feasibility of
assessing these skills and to determine how the perfor-
mance on a technical skills station related to performance
on the rest of the examination. A recent study in the
anesthesia literature compared a simulator-based exami-
nation with an oral examination for assessing the man-
agement skills of senior anesthesia residents. Although the
oral examination was modeled on a genuine board certifi-
cation examination, neither the simulator-based examina-
tion nor the oral examination was actually applied at the
certification level [6]. The Medical Council of Canada de-
cided to investigate the possibility of using a technical skills
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station. Candidate performance on the pilot station was
assessed and compared with performance on the other sta-
tions in the examination. The construct validity of the sta-
tion was assessed by comparing the scores of participants
who were trained in surgery related postgraduate training
programs to participants trained in other types of postgrad-
uate training programs. Those with a surgical background
should do better on a station assessing technical skill, and
therefore a better performance by surgical residents than
nonsurgical residents would provide evidence of construct
validity. The work involved in creating such a station was
also tracked.

Methods
Participants

A total of 1911 test takers attempted the November 2003
Medical Council of Canada Qualifying Examination Part II
(MCCQE Part II), a prerequisite for medical licensure in
Canada. All test takers have successfully completed a min-
imum of 12 months of postgraduate training and must have
passed the Medical Council’s Qualifying Examination Part
I (MCCQE Part I), an assessment of knowledge and clinical
reasoning commonly taken at the end of medical school.
The pilot station from this study was administered at 5 of
the 15 possible examination centers and a total of 745 (39%)
test takers participated. The 5 sites were chosen to be geo-
graphically diverse and all were English-speaking locations.

Design
The MCCQE Part II uses physician examiners and stan-

dardized patients (SPs) to assess communication skills, prob-
lem solving skills, data acquisition skills, and legal, ethical and
organizational issues. The content of each station is derived
from 1 of the 5 major disciplines of medicine (medicine,
obstetrics and gynecology, pediatrics, psychiatry, and sur-
gery) and each station is linked to one of the MCC Objec-
tives, which are used to ensure content validity of the MCC
examinations [7]. The stations are designed to test skills and
judgment common to all (undifferentiated) physicians and
must consist of problems that are common and/or critical for
the practice of medicine.

The examination itself is a 12-station OSCE consisting
of six 10-minute patient encounters and 6 couplets stations.
The couplets are 5-minute patient encounters paired with
5-minute paper and pencil exercises. In addition to these 12
stations, the examination also includes 2 pilot stations.
These stations, which consist of novel content, are not
included in the scoring. Within an examination center, 1 to
4 different tracks are run depending on the number of
candidates at that center. Each candidate has a different
starting station within their track and everyone circulates
until they have completed all of the stations, so the order of
stations is different for each candidate. Candidate instruc-
tions, including a clinical vignette and the task that is to be
performed, are located outside each station.

Within each station, an examiner directly observes each
candidate and for each one completes a checklist of the
relevant clinical tasks, a rating scale that assesses the quality
of the patient interaction, and rates each one on a 6-point
global item. The data from this last item are used in the

modified borderline method to set the cut score for the
station [8,9].

For this study, candidates were asked to demonstrate
their ability to perform a basic minor surgical procedure.
The examiners scored both a checklist and a 4-item rating
scale assessing respect for tissue, time and motion, technical
ability, and universal precautions. The scores from the
checklist and the rating scale were each worth 50% of the
station score. To respect the security of examination con-
tent, the specific procedure is not described here; however,
the procedure is a basic technical procedure commonly
performed by primary care physicians [10–13] and selected
by the MCCQE Part II examination test committee. This
station was treated as a pilot station on the examination.
Candidates are aware that 2 of the stations on the examina-
tion are pilot stations and will not count toward their mark;
however, they are not told which 2 stations are the pilot
stations.

Forty-eight surgeons and emergency physicians were
selected as examiners to ensure that all of those scoring in
this station performed minor surgical procedures regularly.
Only 1 evaluator was used per station. The candidates are
blinded to which stations are pilots, so double examiners
would compromise this standard. In addition, stations are
run in small clinic rooms, which makes for a tight fit with
just 1 examiner. Furthermore, examiners are not only diffi-
cult to find but also expensive so this study strived for a
maximum sample of candidates and relied on the results
being averaged across a large number of examiners.

Ethics
This study met the research guidelines that were in place

at the Medical Council of Canada in 2003. These guidelines
included reviews by the MCC OSCE Test Committee,
which oversees examination content, and the MCC Central
Examination Committee, which oversees operation of all
MCC examinations. Throughout the review process consid-
eration is given not only to the relevance of the content but
also to the appropriateness of the presenting problem and
task given the time limit imposed by the OSCE design and
to the impact a new format or patient affect may have on
candidates. No difficulties were anticipated for this station.

Analysis
The purpose of this study was to assess the feasibility

and validity of including a technical skills station on a
high-stakes clinical examination. Two analyses were run.
First, the feasibility was analyzed by comparing scores on
the technical station to scores on the other stations on the
examination. Second, the study investigated the validity of
the technical skills station by comparing surgery-trained test
takers to non–surgery-trained test takers. For this study, test
takers from the following postgraduate training programs
were classified as surgery-trained test takers: cardiac sur-
gery, general surgery, neurosurgery, ophthalmology, ortho-
pedic surgery, otolaryngology, plastic surgery, urology,
and obstetrics/gynecology. Test takers from all other
types of postgraduate training programs were classified
as non–surgery test takers.
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