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Let S be a set of n points on an n × n integer grid. The maximal layer of S is a set of 
points in S that are not dominated by any other point in S . Considering Q as an axes-
parallel query rectangle, we design an adaptive space efficient data structure using layers 
of maxima (iterative maximal layers) for reporting the points in Q ∩ S . Our data structure 
needs linear space and can be queried in time O (logε n + A logε n + k). Here A is the 
number of layers of maxima with points in the query rectangle, k is the size of the output 
and ε is a small arbitrary constant in the range of (0, 1). Also, A ≤ k. In the worst case, the 
query time of our data structure is O (k logε n + k). Our model of computation is the word 
RAM with size of each word being �(logn).

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

In this work, we study the problem of orthogonal range 
searching for planar points which is a frequently encoun-
tered query in geographical information systems (GIS). Ap-
plications in GIS tools need to preprocess huge volume of 
data into space efficient data structures that can be queried 
efficiently to retrieve data. In this work, we present a linear 
space adaptive data structure for the problem. The notion 
of adaptive data structures is not new and instances of 
such data structures can be found in [1,5]. As stated in [5], 
intuitively, an adaptive algorithm is the one which enforces 
its running time to be small for easier instances of the 
problem while allowing the run time to be large for dif-
ficult instances. Thus, an adaptive algorithm focuses on the 
special instances (say sortedness of the data for example) 
and performs better for the special cases. For a concrete 
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example, consider the problem of computing the maximal 
layer for a planar point set. Given a point set, the maximal 
layer is the subset of the points that are not dominated 
by any other point in the set. Assuming p = (px, p y) and 
q = (qx, qy) to be two points in R2 with distinct coordi-
nates, the point p dominates q if qx < px and qy < p y . It is 
known that the maximal layer for a point set can be com-
puted in O (n log n) time. However, if the points are already 
sorted in non-increasing order of their x-coordinates, then 
one can traverse the point set from left to right. The first 
point (the one with the maximum x-coordinate) is sure to 
be a maximal point. The next point (the one with the sec-
ond most maximum x-coordinate) will also be a maximal 
point if its y-coordinate is greater than the y-coordinate 
of the last discovered maximal point. Thus, if the data 
is already sorted, the maximal layer for the data set can 
be found in O (n) time. The previous and the only known 
adaptive data structure for the problem of orthogonal pla-
nar range searching [1] solves the problem in pointer ma-
chine model. Our model of computation is the word RAM 
with size of each word equal to �(log n). To the best of 
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Fig. 1. The layers of maximas for a planar point set. The segments with 
the arrow heads are semi-infinite segments.

our knowledge, this is the first adaptive data structure for 
the problem in the word RAM model.

The solution that we propose here decomposes the 
point set into maximal layers (which we discuss shortly) 
and can be queried in time O ((1 + A) logε n + k) where A
is the number of layers of maxima with points in the query 
rectangle, k is the size of the output and ε is a small ar-
bitrary constant in the range of (0, 1). Also, A ≤ k. Thus, if 
A = k

logε n
, our algorithm has a query time of O (logε n +k). 

The proposed data structure needs linear space. In the 
worst case that is when A = k, our query algorithm has 
a run time of O (k logε n + k). Thus, our proposed data 
structure has a worst case performance guarantee which 
is at par with the performance of the best known linear 
space data structure of [4] for the problem. In this con-
text, it should be mentioned that the problem of beating 
O (k logε n) is a long standing open problem. Though our 
result is not an improvement in the worst case sense, it 
is interesting as it shows that it is possible to push the 
penalty of O (logε n) to a potentially smaller term which in 
this case is the number of layers of maxima with at least 
one output point. It should be noted that a similar idea 
of decomposing the point set into untangled chains can be 
found in [1].

1.1. Layers of maxima

Layers of maxima as defined in [3] is the iterative lists 
of maximal points discovered as follows: Find the maxi-
mal points for the set S . Denote the set of these maximal 
points as S1. Remove these maximal points from S and 
then find the maximal points in the remaining set. Denote 
the new set of maximal points as S2. Iterate until the set S
is empty. The iteration index i at which a point p becomes 
a maximum point is defined to be its layer. See Fig. 1. It 
should be noted that for each layer, the points can be ar-
ranged in increasing order of their x-coordinates and can 
be joined by using alternate horizontal and vertical seg-
ments such that the layers are disjoint as shown in Fig. 1. 
We will use the iteration indices to distinctly denote the 
layers.

1.2. Our contributions

We assume our model of computation to be the unit-
cost RAM with word size of log n bits. The primary result 
of this work is a linear space solution to the fundamen-
tal problem of reporting points in a query rectangle. The 
problem is defined as follows.

Table 1
In the last row, the term A denotes the number of max-
imal layers with at least one point in the query rectan-
gle Q . The results stated in the last row is adaptive in 
nature. All the results are in word-RAM model.

Query time Source

O (
log n

log log n + k logε n) [6]

O (logε n + k logε n) [7]

O (logε n + k logε n) [4]

O (logε n + A logε n + k) this work

Problem 1. Given a static data set S of n points on an n ×n
integer grid, preprocess S into a linear space data struc-
ture such that given an axes-parallel query rectangle Q , 
the points in S ∩ Q can be reported efficiently.

We denote by A′ the number of layers of maxima inter-
secting the query rectangle while A is used to denote the 
number of layers of maxima with at least one point in the 
query rectangle. k denotes the output size. A ≤ k. By Q , 
we denote the orthogonal query rectangle and n denotes 
the size of the data set. Throughout this work, ε is an ar-
bitrarily small constant. The constants of proportionality in 
the big-Oh notation increase as ε decreases. For the above 
problem, we present the following results.

Theorem 1. There exists a linear space data structure for a static 
data set of n points on an n × n grid such that given an axes-
parallel query rectangle Q , we can report in time O (logε n +
A logε n + k), the points in S ∩ Q .

Though the above result is not an improvement in the 
worst case sense, it is interesting as it shows that it is 
possible to push the penalty of O (logε n) to a potentially 
smaller term which in this case is the number of layers of 
maxima with at least one output point.

Table 1 summarizes the efficiency of different linear 
space data structures known for the problem in the word 
RAM model.

2. Range reporting using layers of maxima

A brief sketch of our solution is as follows. The points 
of the set S are stored in layers of maxima. We first find 
a point p which is certain to be inside the query rectan-
gle Q , unless the result is an empty set. Suppose that p
belongs to layer Si . We then traverse the layer of maxima 
Si to which the point p belongs and report points from 
Si that also fall inside Q . Using the layer Si as a refer-
ence, we then check if layers S j for j > i and layers S j
for j < i have points inside Q . This is done by considering 
the layers Si+1, Si+2, · · · in that order for the former and 
the layers Si−1, Si−2, · · ·, in that order for the latter. If we 
come across a layer S j such that S j intersects Q but does 
not have any points inside Q , then we have two possibil-
ities. Either there are no further points inside Q , or there 
are layers numbered higher (or lower) than j which con-
tain points inside Q . In the latter case, we again find a 
point which is certain to be in Q and identify the layer to 
which this point belongs. We keep on repeating the above 
steps until we find a layer which does not intersect Q .
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