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In this paper, we consider the scheduling problem of minimizing total weighted job
completion time when a set of jobs has to be processed on a set of m parallel identical
machines with a single server. We propose an approximation algorithm with a worst-case
ratio 3 − 1

m . This result improves an existing (5 − 1
m )-approximation algorithm given by

Wang and Cheng (2001).
© 2014 Elsevier B.V. All rights reserved.

1. Introduction

In this paper, we consider a parallel machine schedul-
ing problem with a single server and the total weighted
completion time objective function to be minimized, i.e.,
problem P , S1||∑ w j C j using the standard scheduling no-
tation. This problem can be formulated as follows. A set
of n jobs 1, . . . ,n has to be processed by a set of m par-
allel machines M1, . . . , Mm . Before processing, each job j
has to be loaded on the machine, on which this job is pro-
cessed at once after loading. The loading, which is called a
setup, is performed by a server. There is only one server,
and the loading procedure requires both the server and
the machine for s j time units. The processing time p j and
the weight w j for each job j are known in advance. Each
job can be processed by an arbitrary machine, and each
machine and also the server can perform only one job at
a time. We want to find a feasible schedule minimizing
the function

∑
w j C j , where C j denotes the completion
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time of job j. This problem P , S1||∑ w j C j was consid-
ered in [5], where a (5 − 1

m )-approximation algorithm was
given. In this paper, we propose a (3 − 1

m )-approximation
algorithm for the same problem. In fact, we use the same
approach as in [5], i.e., we replace the original problem by
a relaxed problem, which can be easily solved and thus, an
optimal order of the completion times can be found. Then,
in the original problem, we schedule the jobs in the order
determined and estimate the performance bound.

The interested reader can find a number of papers with
descriptions of practical applications of scheduling mod-
els with setup times in production, service, or information
processing. We mention only some applications in Flexible
Manufacturing Systems, where a worker [4] or an auto-
mated guided vehicle [2] is shared among several pieces
of the equipment to perform the setups.

There are some known results related to our problem,
see Table 1. The problem P , S1||∑ w j C j is unary NP-hard,
since it is known that the problem P 2, S1|s j = s|∑ C j

is unary NP-hard [2]. Some special cases of this problem
were considered so far. The problem P 2, S1|p j = p|∑ C j

is binary NP-hard [1], and the problem P , S1|s j = 1|∑ C j

http://dx.doi.org/10.1016/j.ipl.2014.04.005
0020-0190/© 2014 Elsevier B.V. All rights reserved.

http://dx.doi.org/10.1016/j.ipl.2014.04.005
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/ipl
mailto:hasani@iau-malayer.ac.ir
http://dx.doi.org/10.1016/j.ipl.2014.04.005
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ipl.2014.04.005&domain=pdf


K. Hasani et al. / Information Processing Letters 114 (2014) 500–503 501

Table 1
Some known related results.

P , S1||∑ w j C j unary NP-hard

P 2, S1|s j = s|∑ C j unary NP-hard

P 2, S1|p j = p|∑ C j binary NP-hard

P , S1|s j = 1|∑ C j unary NP-hard

P 2, S1|s j = 1|∑ C j O (n logn)

P 3, S1|s j = 1|∑ C j O (n7)

P , S1|s j = 1|∑ C j
∑

C j(s̃) − ∑
C j(s∗) ≤ n′(m − 2)

P , S1|s j = s|∑ C j

∑
C j (s̃)∑

C j (s∗)
≤ 3

2

P , S1||∑ w j C j

∑
C j (s̃)∑

C j (s∗)
≤ 5 − 1

m

is unary NP-hard [1]. There exists a polynomial algorithm
for the problem P 2, S1|s j = 1|∑ C j [2]. For the problem
P 3, S1|s j = 1|∑ C j , a polynomial algorithm was developed
in [1]. For the unary NP-hard problem P , S1|s j = 1|∑ C j ,
an algorithm was proposed which creates a schedule s̃
with the following estimation:

n∑
j=1

C j(s̃) −
n∑

j=1

C j
(
s∗) ≤ n′(m − 2),

where s∗ denotes an optimal schedule and n′ = |{ j|p j <

m − 1}|, see [3]. It was shown that the SPT (shortest pro-
cessing time) schedule is a 3

2 -approximation for the prob-
lem P , S1|s j = s|∑ C j , see [5].

The interested reader is referred to [6] for additional
information on server scheduling models.

In the next section, we present the main result, i.e., we
propose a (3 − 1

m )-approximation algorithm for the prob-
lem P , S1||∑ w j C j , and finally we give some concluding
remarks in the last section.

2. Main result

Recall that for the problem P , S1||∑ w j C j , we know
the set of machines M1, . . . , Mm , the set of jobs 1, . . . ,n,
and for each job j, we know the non-negative rational
numbers p j, s j and w j .

Next, we consider a relaxation of the given problem. In
this relaxation, we add one additional machine MS to the
set of machines M1, . . . , Mm . The set of jobs 1, . . . ,n is the
same. However, each job j consists of two operations as
follows. One operation, say ( j,1), has to be processed on
(one or several of) the machines M1, . . . , Mm for p j time
units. It can be processed with preemptions and more-
over, this operation can be performed with overlapping,
i.e., it can be processed at the same time on several ma-
chines. Another operation, say ( j,2), has to be processed

on machine MS for s j time units without preemptions.
Both operations are independent, i.e., both operations can
be processed at the same time.

Example. In Fig. 1, there are given two schedules. The first
one uses two machines, and it is feasible for the problem
P , S1||∑ w j C j . The second one uses three machines, and
it is feasible for the relaxed model described above.

We denote by sa a feasible schedule for the relaxed
model, by CA j(sa) the completion time of job j and by
CA j,k(sa) the completion time of the operation ( j,k) in the
schedule sa, k = 1,2. We set

CA j(sa) = max
{

CA j,1(sa),CA j,2(sa)
}
.

We want to find a schedule which minimizes the weighted
sum of completion times for all jobs. Denote the described
relaxed model by RA||∑ w jCA j .

Lemma 1. For the model P , S1||∑ w j C j and for the corre-
sponding relaxed model RA||∑ w jCA j , the inequality∑

w jCA∗
j ≤

∑
w jC

∗
j

holds, where
∑

w j C∗
j denotes the optimal value of the weighted

sum of completion times for the problem P , S1||∑ w j C j ,
and

∑
w jCA∗

j denotes the optimal value of the weighted
sum of completion times for the corresponding relaxed model
RA||∑ w jCA j .

Proof. Take any feasible schedule s for the problem P ,

S1||∑ w j C j . We construct a schedule sa in the following
way. We add one additional machine MS and schedule all
the jobs 1, . . . ,n for s1, . . . , sn time units on machine MS
in the same order as in the schedule s. For the set of ma-
chines M1, . . . , Mm , we schedule all the jobs 1, . . . ,n for
p1, . . . , pn time units at the same time intervals and on the
same machines as in the schedule s. Finally, we obtain the
schedule sa which is feasible for the model RA||∑ w jCA j ,
and the inequality∑

w jCA j(sa) ≤
∑

w jC j(s)

holds. �
Thus, for the model RA||∑ w jCA j , we know the set of

machines M1, . . . , Mm,MS, the set of jobs 1, . . . ,n, each of
the jobs j has the weight w j and consists of two opera-
tions: operation ( j,1) has to be processed on the machines
M1, . . . , Mm for p j time units with preemptions and over-
lappings, and operation ( j,2) has to be processed on ma-
chine MS for s j time units.

Fig. 1. The left schedule is feasible for the model P , S1||∑ w j C j , and the right schedule is feasible for the relaxed model RA||∑ w j CA j .
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