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1. Introduction

In this paper, we discuss the approximability of the 
Largest Sphere Rule Ensemble Classification problem
(LSRES). This problem is closely related to the Weighted 
Rule Ensemble Classification Reversal problem
(WRECR) [2].

WRECR is a well-known problem, widely referenced in 
the literature. This problem has applications in domains 
such as biology, medicine and computer security [2,3,5,6]. 
In this paper, we introduce a related problem called LSRES, 
and motivate it through an application in computer secu-
rity (see Section 4).

The main contributions of this paper are as follows:
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(i) The design of a C
n -approximation algorithm for LSRES, 

with running time O (nC+1) for each fixed C > 0.
(ii) The proof of absence of a polynomial-time 1

n1−ε -ap-

proximation algorithm for LSRES, unless P=NP. This 
result holds for each ε ∈ (0,1).

(iii) The proof of NP-completeness of the feasibility ver-
sion of WRECR.

The rest of the paper is organized as follows: In Sec-
tion 2, we discuss the preliminaries and notations used 
throughout the paper. Section 3 presents the formulations 
of the main problems discussed in the paper. Section 4 dis-
cusses a problem that motivates the study of LSRES and 
presents related work in the literature. Section 5 discusses 
the main results obtained in this paper. In Section 6, we 
summarize our contributions and outline directions for fu-
ture research.

2. Preliminaries

In this paper, we use the standard convention that 
0 corresponds to false, and 1 corresponds to true. Let 
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B = {0,1}. The operations defined on B are algebraic or 
Boolean depending on the context.

A Boolean function f is a mapping f : Bn → B , where 
Bn = B × B × . . . × B .

Definition 1. Let f (x1, . . . , xn) be a Boolean function. Its 
dual Boolean function [7] is defined as:

f ∗(x1, . . . , xn) = f̄ (x̄1, . . . , x̄n).

From the definition, it follows that for any Boolean 
function f , we have,

( f ∗)∗ = f .

For example, if

f1(x) = x, f2(x) = x̄, and f3(x, y) = x ∧ y,

then

f ∗
1 (x) = x, f ∗

2 (x) = x̄, and f ∗
3 (x, y) = x ∨ y.

The first two equalities show that the identity and com-
plement functions are self-dual (i.e., the function coincides 
with its dual). The last equality can be generalized to show 
that the dual of a conjunction is a disjunction and vice 
versa.

Let x = (x1, . . . , xn) be an n-dimensional vector over 
{0, 1}. A decision rule r is a conjunction of literals of the 
variables x1, . . . , xn . Assume, we are given a set of decision 
rules R = {r1, . . . , rt}, and a weight-function w : R → Z. 
Consider the expression �(R, w, x) defined as follows:

�(R, w,x) =
t∑

i=1

w(ri) · ri(x).

In the expression above we interpret the values of rules 
algebraically.

Let F (x) be a function defined as:

F (x) = sgn(�(R, w,x)), (1)

where

sgn(z) =
{1, if z > 0,

−1, if z < 0,

0, otherwise.

For a Boolean vector x = (x1, . . . , xn) and a set S ⊆
{1, . . . , n}, let xS be the vector obtained from x by com-
plementing the elements with indices from S .

The Weighted Rule Ensemble Classification Reversal 
problem (WRECR) is defined as follows:

WRECR: Given a set of rules R = {r1, . . . , rt}, a weight 
function w : R → Z , a Boolean vector x = (x1, . . . , xn) and 
a positive integer k ≤ n, is there a set S ⊆ {1, . . . , n} with 
|S| ≤ k, such that F (xS ) 	= F (x)?

If we partition the set of n-dimensional Boolean vectors 
into 3 groups based on the values of F (see Fig. 1), then 
the WRECR problem can be interpreted as the problem of 
checking whether there is a set S ⊆ {1, . . . , n} with |S| ≤ k, 
such that the vector xS belongs to a different group (see 
Fig. 1).

Fig. 1. Partitioning n-dimensional Boolean vectors according to the values 
of F .

In this paper, we derive some results that are concerned 
with the approximation properties of a problem that is re-
lated to WRECR.

3. Formulation of the main problems

We first consider the feasibility version of WRECR:
WRECRF: Given a set of rules R = {r1, . . . , rt}, a weight 

function w : R → Z , and a Boolean vector x = (x1, . . . , xn), 
is there a set S ⊆ {1, . . . , n}, such that F (xS) 	= F (x)?

Observe that WRECR is the decision problem corre-
sponding to the problem of constructing a smallest cardi-
nality feasible set S if one exists.

Now, we consider the LSRES problem, which is defined 
as follows:

LSRES: Given a set of rules R = {r1, . . . , rt}, a weight 
function w : R → Z and a Boolean vector x = (x1, . . . , xn), 
the goal is to find the maximum d ≥ 0, such that for every 
set S ⊆ {1, . . . , n} with |S| ≤ d, F (xS ) = F (x) (see (1)).

Observation 1. LSRES is always feasible. In other words, in this 
problem the parameter d is well-defined. One can always take 
d = 0, in order to get a feasible solution.

Lemma 1. LSRES is as hard as WRECR (WRECR ≺ LSRES).

Proof. We Turing-reduce WRECR to LSRES. Let P =
〈R, w, x, k〉 be an instance of WRECR. We construct the 
instance Q = 〈R, w, x〉 of LSRES. Assume that there is 
an algorithm which determines the parameter d in Q . 
Then it suffices to check whether (d + 1) ≤ k in order to 
solve P . �

Finally, consider the decision version of LSRES:
LSRESD: Given a set of rules R = {r1, . . . , rt}, a weight 

function w : R → Z , a Boolean vector x = (x1, . . . , xn) and 
a number l, the goal is to check whether for every set S ⊆
{1, . . . , n} with |S| ≤ l, F (xS ) = F (x).

Lemma 2. LSRESD is in coNP.

Proof. Assume that we are given a set of rules R =
{r1, . . . , rt}, a weight function w : R → Z , a Boolean vec-
tor x = (x1, . . . , xn), a number l and a set S ⊆ {1, . . . , n}
with |S| ≤ l and F (xS ) 	= F (x). We can verify that S sat-
isfies |S| ≤ l and F (xS ) 	= F (x) in polynomial time. Thus, 
negative instances of LSRESD have a certificate of polyno-
mial length, which can be checked in polynomial time. �
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