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This paper studies the selfish scheduling game on two hierarchical uniform machines 
where the jobs are correspondingly classified into two hierarchical classes. The cost of a job 
is defined as the completion time of the machine to which it is assigned. Each selfish job 
is interested in minimizing its own cost, while the game seeks to meet the social objective 
of maximizing the machine cover. We obtain the (strong) price of anarchy and the (strong) 
price of stability as functions of the ratio between the speeds of the two machines s. We 
show that all the derived bounds are tight for any value of s, thus completely solving the 
problem of measuring the inefficiency of the Nash equilibrium on two hierarchical uniform 
machines.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In this paper we study the selfish machine covering 
game on two hierarchical uniform machines. Bar-Noy et al. 
[3] first study hierarchical scheduling. It is a common prac-
tice in the service industry that differentiated services are 
provided to customers based on their entitled privileges, 
which are assigned according to their classes in the ser-
vice hierarchy. While hierarchy is a subjective concept, it is 
often put into practice in terms of different levels of access 
privilege to service capacity. Hierarchical scheduling has 
many applications, e.g., in the service industry, computer 
systems, hierarchical databases and hierarchical network 
routing etc. In traditional scheduling research, it is usu-
ally assumed that there is a centralized controller that can 
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gather all the information from users and coordinate the 
behaviors of all the users for the sharing of common re-
sources. However, in many real-world distributed schedul-
ing settings like (hierarchical) network routing, such cen-
tralized coordination is unlikely to exist. Therefore, in such 
a distributed scheduling environment (i.e., a scheduling 
game), each job is a player that is only interested in 
achieving its own goal without any concern for the global 
optimal outcome for the game. Recently, researchers have 
begun to address the issue of performance degradation due 
to a lack of coordination in such selfish scheduling games. 
Many solution concepts are used to study the behavior of 
selfish jobs in scheduling games. The best known concepts 
are probably the Nash equilibrium (NE) and the strong Nash 
equilibrium (SE). Following recent research on games relat-
ing to scheduling and routing problems [16,17], we study 
the NE and SE for the machine covering game on two hier-
archical uniform machines. Compared with other studies in 
the related literature, our study has the novelty that both 
the machines and jobs have hierarchies.
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Fig. 1. Left: The PoA and SPoA on hierarchy machines (thick line), and the PoA and SPoA on non-hierarchy machines (thin line). Right: The PoS and SPoS on 
hierarchy machines (thick line), and the PoS and SPoS on non-hierarchy machines (thin line).

We are given two uniform machines M1 and M2, and 
a set J of n selfish independent jobs J1, J2, . . . , Jn . The 
speed of Mi is si . W.l.o.g., we assume that s1 = 1 and 
s2 = s > 0. Each selfish job J i = (pi, gi) is a player of the 
game, where pi is the size of J i and gi ∈ {1, 2} is the class 
of J i . Machine Mk has a certificate g(Mk) = k, k = 1, 2, as-
sociated with it. The job J i is allowed to be executed on 
machine Mk only when gi ≥ g(Mk). Thus, in this selfish 
scheduling game, the jobs in G1 have no choice except to 
choose machine M1. Each job may select a machine for 
processing to minimize its own completion time, which 
is equal to the completion time of the selected machine. 
The choices of all the jobs determine a schedule. An NE is 
a schedule under which no job has a unilateral incentive 
to switch to another machine. An SE is a schedule under 
which there exists no coalition of the jobs such that the 
completion time of each job in the coalition is reduced by 
its migration to a different machine. By definition, an SE 
is also an NE, but the reverse is not necessarily true. It 
has been proved that an NE and an SE always exist for the 
above scheduling game [1,11].

In a selfish scheduling game, each job is interested in 
achieving its own goal only without any concern for the 
global optimal solution for the game. However, the game 
has a social objective to fulfill, which is normally motivated 
by concerns for quality of service and fair resource alloca-
tion. We study the game with the social objective of maxi-
mizing the minimum completion time of all the machines, 
which is usually referred to as the machine covering prob-
lem by scheduling researchers [6,8,20]. An NE or SE is not 
always a social optimum due to a lack of central coordi-
nation. Thus, it is important to quantify the efficiency loss 
due to the selfish behaviors of the players. There are two 
popular measures of inefficiency: (i) the price of anarchy
(PoA) of a game, which is defined as the performance ra-
tio between the social objective of an optimal solution and 
that of the worst NE (an NE with the worst overall so-
cial cost Nash equilibria), and (ii) the price of stability (PoS) 
of a game, which is defined as the performance ratio be-
tween the social objective of an optimal solution and that 
of the best NE (an NE with the best overall social cost Nash 
equilibria) [2,16]. The strong price of anarchy (SPoA) and the 
strong price of stability (SPoS) are defined similarly, except 

that the NE is replaced by the SE [1]. By definition, it is 
evident that PoA ≥ SPoA ≥ SPoS ≥ PoS.

We consider the selfish scheduling game on hierar-
chical machines with the social objective of maximizing 
the machine cover. This goal is different from the regu-
lar makespan minimization goal (i.e., minimizing the max-
imum completion time of all the machines), which has 
been extensively studied in the game theoretic context. 
For the selfish scheduling game on hierarchical machines 
with the social objective of minimizing the makespan, the 
exact PoA is 3

2 for the case with two hierarchical iden-
tical machines [15]. Epstein [7] derive the exact values 
of the PoA and SPoA for the case with two hierarchical 
uniform machines. If the classes of all the jobs are the 
same or the number of hierarchical classes is one, then 
the scheduling game on hierarchical uniform machines be-
comes the scheduling game on uniform machines. For the 
scheduling game with the social objective of minimiz-
ing the makespan, the PoA and SPoA are �(

log m
log log m ) and 

�(
log m

(log log m)2 ) for the case with m uniform machines, re-

spectively [5,13], while the PoA is equal to 1+√
5

2 and 2
when m is 2 or 3 [12]. Epstein and Stee [10] analyze 
the PoA and SPoA for a special case of m uniform ma-
chines. The PoA and SPoA are both 2m

m+1 for the case with 
m identical machines [1,14,18], and the PoS and SPoS are 
both 1 [1]. Epstein et al. [8] first study the inefficiency of 
equilibria of machine covering games on uniform and iden-
tical machines. Chen et al. [4] improve the results for the 
case with identical machines, where the PoS is exactly 1
and the overall PoA is exactly 1.7 for the case with m iden-
tical machines. Epstein et al. [9] analyze the PoA and PoS 
for a special case of m uniform machines. Epstein et al. 
[8] and Tan et al. [19] completely solve the problem of 
measuring the inefficiency of equilibria on two uniform 
machines (see Fig. 1). They obtain the exact PoA, SPoA, 
PoS, and SPoS as functions of the ratio between the speeds 
of the two machines s. Now we turn to the case where 
there are two machines each having a different certificate 
and where the jobs belong to different classes. We obtain 
the exact PoA, SPoA, PoS, and SPoS as functions of the ra-
tio between the speeds of the two machines s. For the 
machine covering game on two hierarchical uniform ma-
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