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We present techniques to improve convergence speed of distributed average consensus 
algorithms in wireless sensor networks by means of topology design. A broadcast network 
is assumed, so that only the transmit power of each node can be independently controlled, 
rather than each individual link. Starting with a maximally connected configuration 
in which all nodes transmit at full power, the proposed methods successively reduce 
the transmit power of a chosen node in order to remove one and only one link; 
nodes are greedily selected either in order to yield fastest convergence at each step, 
or if they have the largest degree in the network. These greedy schemes provide a 
good complexity–performance tradeoff with respect to full-blown global search methods. 
As a side benefit, improving the convergence speed also results in savings in energy 
consumption with respect to the maximally connected setting.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Average consensus, in the general framework of net-
works of agents, means reaching an agreement on the av-
erage state of all agents. Recently, much effort has been 
directed to the study of the average consensus problem in 
Wireless Sensor Networks (WSNs) (see [1] and the refer-
ences therein), since distributed consensus algorithms only 
require iterative local information exchanges among neigh-
boring nodes and the computation of weighted sums at 
each node. Potential applications include detection, esti-
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mation, reputation management, load balancing, control of 
autonomous agents, etc. [2].

One important issue regarding distributed average con-
sensus algorithms in WSNs is convergence speed: reducing 
the convergence time results in fewer transmissions and 
therefore in energy savings. Approaches from the litera-
ture to speed up convergence can be classified into two 
groups. If the topology of the network is fixed, one can de-
sign the weights intervening in the consensus scheme in 
order to minimize convergence time [3–5]. On the other 
hand, if the network topology can somehow be altered, 
then additional flexibility is available, and the optimization 
can be performed over the topology as well as the weights 
[6–10]. Generally speaking, topology optimization is a very 
difficult combinatorial problem and different suboptimal 
approaches can be adopted. In [6] the convergence proper-
ties of different topology classes are theoretically analyzed 
on average, given the number of nodes of a general net-
work. In [8] it is shown that, starting from a given topol-
ogy, removing certain links can be beneficial in terms of 
convergence speed; this approach was later refined in [9]
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in order to judiciously remove and add links with the goal 
of speeding up the consensus algorithm while keeping en-
ergy consumption at bay. In WSNs with static nodes, topol-
ogy control can be achieved by varying the transmit power, 
as considered in [7,10].

All of these approaches implicitly assume unicast pair-
wise communication1: each node can independently set 
the transmit power it allocates to communicate with each 
of its neighbors, e.g., by using orthogonal signaling. How-
ever, in distributed consensus schemes the information 
that nodes need to send at a given iteration is the same 
for all of its neighbors, so that in WSNs it is possible 
to exploit the broadcast nature of the wireless channel, 
also known as Wireless Multicast Advantage (WMA) [11]: 
at each consensus iteration, each node may broadcast its 
state while its neighbors simultaneously listen, thus reduc-
ing the number of required transmissions. On the other 
hand, exploiting WMA while varying the transmit power 
of a given node affects the links to all of its neighbors, 
so that these cannot be independently controlled now.2

This motivates specific topology optimization strategies 
that take this fact into account, since previous topology 
control schemes designed under the unicast assumption 
cannot be applied under these “broadcast communication” 
constraints.

This problem is related to the so-called range assignment
(RA) problem in broadcast WSNs, usually oriented to other 
network-related goals (e.g. maintaining global connectivity 
[13]) and known to be difficult in general [14]. Our goal is 
to determine the transmit power for each node in a broad-
cast WSN in order to minimize the convergence time of 
a given distributed average consensus scheme. One issue 
featuring in such setting is the fact that, if the transmit 
powers of nodes i and j are different (non-homogeneous 
RA [13]), it may well happen that node i is out of the cov-
erage range of node j whereas node j can listen to node 
i’s transmissions; in other words, the underlying graph be-
comes directed. This has implications for consensus algo-
rithms. Although reaching an agreement over a directed 
graph is easily achieved, the agreement value will be a 
weighted average of the agents’ states, and the weights will 
depend on the topology. When the unweighted average is 
of interest, certain stringent requirements on the directed 
graph must be imposed (such as some sort of graph bal-
ancing [15]), which are generally difficult to enforce in 
practice. Hence, we focus on undirected graphs, for which 
reaching an agreement on the unweighted average by con-
sensus algorithms is not a problem. To this end, we adopt a 
simple strategy by which nodes just ignore transmissions 
received from neighbors which are not within their own 
transmit range (in the previous example, node j would 
simply ignore packets received from node i), thus obtain-
ing an undirected topology. With this framework, we start 

1 As an exception, in [10, Sec. V] a broadcast scheme is considered, but 
the transmit power is constrained to be equal for all nodes in the net-
work, in contrast with the approach proposed in the present work.

2 Transmissions in a broadcast WSN should be coordinated at the MAC 
layer in order to avoid collisions and align the listening and transmitting 
nodes, for instance by implementing some suitable time-synchronization 
protocol [12].

from a maximally connected setting (all nodes transmit 
at full power), and then proceed to iteratively reduce the 
power of one node at a time in a centralized greedy fash-
ion in order to maximize the convergence rate.

As previous approaches to topology control [6–10], ours 
is a centralized scheme which can be run by a central 
entity after deployment and previously to the network be-
coming operative; after such step, network operation may 
become decentralized. Fully distributed topology control 
methods are desirable and should be the target of future 
research.

In Section 2 the network model and the basics of con-
sensus schemes are presented. The proposed greedy algo-
rithm for non-homogeneous RA is presented in Section 3. 
Simulation results and conclusions are provided in Sec-
tions 4 and 5.

2. Problem setting

2.1. Graph model

Consider a set V of randomly deployed nodes with in-
dices i ∈ {1, · · · , n}. Let dij be the distance between nodes 
i and j, and let R = {ri ∈ [0, rmax], i = 1, · · · , n} be a set of 
connectivity radii (i.e. transmit ranges), with rmax > 0 the 
maximum allowable range. We adopt a simple model by 
which a link between two nodes exists iff their distance 
does not exceed the transmit range of the transmitter, 
which can be controlled by setting the transmit power [10,
13]. As discussed in Section 1, the edge set E ⊆ V × V is 
defined as

(i, j) ∈ E ⇔ i �= j, dij ≤ min{ri, r j}. (1)

In this way, the graph G = {V,E} is undirected as de-
sired. If ri = r for i = 1, · · · , n we recover the homoge-
neous RA over the standard Random Geometric Graph 
(RGG) model [16]. However, we allow for different trans-
mit ranges at different nodes in order to add flexibility to 
the design.

The neighborhood of node i is defined as Ni = { j :
(i, j) ∈ E}, and its degree (number of neighbors) is there-
fore |Ni |. The graph Laplacian matrix L has elements

Li j =
⎧⎨
⎩

|Ni| if i = j
−1 if i �= j and j ∈ Ni
0 otherwise.

(2)

By construction L is symmetric. Let λ1(L) ≤ λ2(L) ≤ · · · ≤
λn(L) denote its ordered eigenvalues. Note that λ1(L) = 0
with corresponding eigenvector the n × 1 all-ones vec-
tor 1. Moreover, λ2(L) > 0 iff G is connected [16]. λ2(L)

is known as the algebraic connectivity of the graph.

2.2. Average consensus algorithms

Let x(0) = [x1(0) · · · xn(0)]T ∈ R
n denote the vector of 

initial node measurements. The goal of the average consen-
sus algorithm is to have all nodes compute the average x̄ =
1
n 1T x(0), iteratively and in a distributed fashion (thus node 
i can only communicate with nodes in Ni ). Distributed lin-
ear iterations [3] take the form x(k) = W x(k − 1), where 
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