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We consider the single-machine online scheduling with job rejection to minimize the total
completion time of the scheduled jobs plus the total rejection cost of the rejected jobs
under an agreeable condition on the processing times and rejection penalties of the jobs.
In the problem, a set of independent jobs arriving online over time has to be scheduled
on the machine with the flexibility of rejecting some of the jobs, where preemption is not
allowed and the information of each job J j , including its processing time p j , release date
r j and rejection penalty e j , is not known in advance. The agreeable condition means that,
for every two jobs J i and J j , pi < p j implies ei � e j , and furthermore, pi = p j and ri < r j

imply ei � e j . For this problem, we provide an online algorithm with the best possible
competitive ratio of 2. As a consequence, the online algorithm is also best possible when
the jobs have identical rejection penalties.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

In the scheduling problem with job rejection, we have a
set of n jobs { J1, . . . , Jn} and a single machine. Each job J j
has a processing time p j > 0, a release date r j � 0 and a
rejection penalty e j � 0. Job J j is either rejected, in which
case a rejection penalty e j has to be paid, or accepted
and processed (scheduled) on the machine. Jobs are only
revealed at their release times. The objective is to mini-
mize the total completion time of the scheduled jobs plus
the sum of the penalties of the rejected jobs. Up to our
knowledge, no online algorithm is available for the general
problem. Then we focus on the online scheduling under
an agreeable condition on the processing times and rejec-
tion penalties of the jobs. Under the agreeable condition,
for every two jobs J i and J j , pi < p j implies ei � e j , and
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furthermore, pi = p j and ri < r j imply ei � e j . This agree-
able condition can be satisfied in many applications [14],
since it simply means that, for shorter jobs or the earlier
jobs with the same processing requirement the supplier
has to pay larger rejection penalties. This coincides with
the typical customer expectation that it should be easier
to accept the production of a job with a shorter process-
ing time or an earlier job with the same processing time.
In our research, we further assume that each job J j can be
accepted or rejected at a time instant greater than or equal
to r j .

For a given schedule π , A = A(π) and R = R(π) are
used to denote the set of the scheduled (accepted) jobs
and the set of the rejected jobs, respectively. Then the to-
tal completion time of the scheduled jobs under π is given
by

∑
J j∈A(π) C j(π), and the sum of the penalties of the

rejected jobs under π is given by
∑

J j∈R(π) e j . For sim-
plicity, we use C + R to denote the objective function,
where C stands for

∑
J j∈A C j and R stands for

∑
J j∈R e j .

Then the problem studied in this paper can be writ-
ten in the three-field notation of Graham et al. [7] as
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1|online, r j, rej, agreeable|C + R , where “rej” means the job
rejection assumption and “agreeable” means the agreeable
condition.

Scheduling with rejection was first introduced by Bartal
et al. [1]. For problem P |rej|Cmax + R , in the online over-list
version, they presented an algorithm with the best possi-

ble competitive ratio of
√

5+3
2 ≈ 2.618. In the off-line ver-

sion, they provided a fully polynomial-time approximation
scheme for problem Pm|rej|Cmax + R , and a polynomial-
time approximation scheme for problem P |rej|Cmax + R .
Following their research, scheduling problems with rejec-
tion have received more and more attention.

For the off-line version, Hoogeveen et al. [8] con-
centrated on the multiprocessor scheduling with rejec-
tion where preemption is allowed. They proved that this
problem is APX-hard and designed a 1.58-approximation
algorithm. Engels et al. [5] studied the single-machine
scheduling with rejection to minimize the sum of the
weighted completion times of the accepted jobs and the
total penalty of the rejected jobs. Cao et al. [2] considered
the scheduling problems with rejection or with discretely
compressible times. For the problem 1|r j |Cmax + R , Zhang
et al. [16] showed that this problem is binary NP-hard and
provided a pseudo-polynomial-time algorithm and a fully
polynomial-time approximation scheme. Lu et al. [11,9]
dealt with the unbounded and bounded parallel-batch
machine scheduling problems with release dates, respec-
tively. Cheng and Sun [3] investigated the single-machine
scheduling with deterioration and rejection, in which the
processing time of a job is a linear function of its starting
time. For more works on offline scheduling with rejection,
see a recent survey on offline scheduling with rejection in
Shabtay et al. [13].

For the online version, Epstein et al. [6] focused on
the online over-list scheduling of unit-time jobs with re-
jection to minimize the total completion time of the ac-
cepted jobs plus the sum of the penalties of the rejected
jobs. They presented an online algorithm with a compet-

itive ratio of 2+√
3

2 ≈ 1.866, and proved that there does
not exist an online algorithm with a competitive ratio of
less than 1.63784. Seiden [12] considered the problem of
online over-list scheduling with rejection in a multiproces-
sor setting for minimizing the makespan of the scheduled
jobs and the sum of the penalties of the rejected jobs and
presented an online algorithm with a competitive ratio of√

10+4
3 ≈ 2.387 if preemption is allowed to all the accepted

jobs. Dosa and He [4] studied the online over-list schedul-
ing by taking the machine cost and rejection into account.
In their model, no machine is initially provided and a cer-
tain machine cost has to be paid if a new machine is
purchased. The objective is to minimize the sum of the
makespan, the cost for purchasing machines, and the to-
tal penalty of all rejected jobs. For the small job case, they
presented a best possible online algorithm with a compet-
itive ratio of 2. A best possible online algorithm with a
competitive ratio of 2 was proposed by Lu et al. [10] for
single-machine scheduling with rejection to minimize the
makespan of the scheduled jobs plus the sum of the penal-
ties of the rejected jobs when the jobs arrive over time.

Online scheduling has been a hot research topic in the
last two decades. Although there are several online mod-
els in the literature, “online” in this paper means that the
jobs will arrive online over time. That is, each job be-
comes available at its release date, and its characteristics,
i.e., processing time and rejection cost, become known at
its release date. The quality of an online algorithm is calcu-
lated by its competitive ratio. For a minimization problem,
the competitive ratio ρA of an online algorithm A is de-
fined to be

ρA = sup
{
A(I)/OPT(I): I is an instance with

OPT(I) > 0
}
.

Here, for an instance I , A(I) is used to denote the objec-
tive value of the schedule obtained by the online algorithm
A, and OPT(I) is the objective value of an optimal off-
line schedule. The closer the competitive ratio approaches
1, the better the online algorithm we have. An online al-
gorithm A is best possible if no online algorithm has a
competitive ratio less than ρA .

When the penalty of each job is infinite, problem
1|online, r j, rej, agreeable|C + R degenerates to 1|online,

r j |∑ C j . By Vestjens [15], any online algorithm for prob-
lem 1|online, r j |∑ C j has a competitive ratio of at least 2.
Hence, any online algorithm for problem 1|online, r j,

rej, agreeable|C + R also has a competitive ratio of at
least 2.

For problem 1|online, r j |∑ C j , Vestjens [15] presented
the following online algorithm DSPT (Delayed SPT) and
showed that the algorithm has a best possible competitive
ratio of 2.

A job J j is said to be available at time t , if J j has
been released by time t and has not been scheduled before
time t . We use pmin(t) to denote the minimum process-
ing time of the available jobs at time t . Jmin(t) is used
to denote an available job at time t with processing time
pmin(t).

DSPT. At the present time t , if the machine is idle, there
are available jobs and t � pmin(t), then schedule Jmin(t)
starting at time t . If there is a choice, take the job with
the smallest release date. Otherwise, do nothing but wait.

In this paper, by generalizing algorithm DSPT, we
present an online algorithm, called Delayed SPT with Re-
jection and written in the short form as DSPTR. Then
we show that DSPTR is a best possible online algorithm
with a competitive ratio of 2 for problem 1|online, r j, rej,
agreeable|C + R . As a consequence, the online algorithm is
also best possible for problem 1|online, r j, rej, e j = e|C + R .

2. Algorithm and analysis

In this section, we say a job is available at a time t
if the job has been released by time t and has not been
scheduled or rejected before time t . Let U (t) be the set
of all available jobs at time t . Denote A(t) = { J j ∈ U (t):
t + p j < e j} and R(t) = { J j ∈ U (t): t + p j � e j}. In our algo-
rithm, the jobs in R(t) will be rejected at time t . Note that,
if a job J j is rejected by the algorithm, then t = max{r j,
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