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We address the fundamental distributed problem of leader election in ad hoc radio
networks modeled as undirected graphs. A signal from a transmitting node reaches all
neighbors but a message is received successfully by a node, if and only if exactly one of its
neighbors transmits in this round. If two neighbors of a node transmit simultaneously in
a given round, we say that a collision occurred at this node. Collision detection is the ability
of nodes to distinguish a collision from silence. We show that collision detection speeds
up leader election in arbitrary radio networks. Our main result is a deterministic leader
election algorithm working in time O (n) in all n-node networks, if collision detection is
available, while it is known that deterministic leader election requires time Ω(n log n), even
for complete networks, if there is no collision detection.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

The background and the problem. A radio network is modeled as an n-node undirected connected graph whose nodes are
stations having distinct labels. Labels are integers from an interval {1, . . . , N}, where N = Θ(nγ ), for a constant γ > 1.
We consider ad hoc networks in which each node knows only its own label and an upper bound N on all labels, but does
not know the topology of the network or its size. Nodes do not even know their immediate neighborhood or their degree.
Communication proceeds in synchronous rounds.1 In each round each node acts either as a transmitter or as a receiver.
A signal from a transmitting node reaches all neighbors. A message is heard (received successfully) by a node, if and only if
it acts as a receiver and exactly one of its neighbors transmits in this round. If at least two neighbors of a node u transmit
simultaneously in a given round, none of the messages is heard by this node and we say that a collision occurred at u.

An important capability of nodes of a radio network is collision detection: the ability of nodes to distinguish a collision
from “silence”, which is in fact the background noise occurring when no neighbor transmits. (This ability is the “keen ear”
of nodes: a collision slightly increases the level of noise always existing in the channel and detecting this difference requires
a more sensitive receiving device.) Algorithmic aspects of radio communication have been studied both assuming collision
detection and without supposing this capability. Some algorithmic techniques crucially depend on collision detection: even
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1 In Section 4 we argue why this assumption is needed for leader election.
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in the case when no message can be heard due to collisions, nodes can engage in “conversations” and transmit important
control information using noise and silence as bits. This information can help to prepare future successful message trans-
missions. On the other hand, it has been shown that in some cases collision detection can be simulated in networks whose
nodes do not have this capability; see, e.g., the procedure Echo designed in [1].

Hence it is natural to ask how crucial is collision detection for the efficiency of performing tasks in radio networks. More
precisely, can the availability of collision detection speed up the execution of a computational task in ad hoc radio networks?
It has been long known that in the special case of single-hop radio networks (also known as a multiple-access channel), i.e.,
those with the topology of a complete graph, deterministic leader election can be done in time Θ(log n) with collision
detection [2–4]. On the other hand, our lower bound Ω(n log n) for networks without collision detection (see Theorem 2.2)
holds even for complete graphs. Hence the answer to the above question is positive for the special case of single-hop
networks. Leader election is a task involving symmetry breaking: initially all nodes have the same status non-leader and the
goal is for all nodes but one to keep this status and for the remaining single node to get the status leader. All nodes must
learn the leader’s identity.

However, the more general question whether any task in arbitrary radio networks can be performed faster with collision
detection than without it, remained open. In other words, does there exist an important computational task such that every
algorithm solving it for all networks without collision detection is slower than some algorithm solving it for all networks
with collision detection? This paper gives a positive answer to this question.

Our results. We show that deterministic leader election in arbitrary ad hoc radio networks is faster with collision detection
than without it. More precisely, we show a deterministic leader election algorithm working in time O (n) in all n-node net-
works, if collision detection is available. This complexity is optimal. On the other hand, we prove formally that deterministic
leader election requires time Ω(n log n) even for complete networks, if collision detection is not available in the system.
Our linear time algorithm is based on several novel techniques introduced to handle communication in radio networks with
collision detection: remote token elimination, fuzzy-separating families, and distributed fuzzy-degree clustering.

Related work. Algorithmic aspects of radio communication in networks of arbitrary topology have been intensely studied in
the last two decades, starting with the seminal paper [5]. A lot of attention has been devoted to efficient algorithms for
such tasks as broadcasting, in particular in ad hoc radio networks, both in the deterministic [6–8] and in the randomized
[9,7,10,11] setting. The above papers do not assume collision detection. The model with collision detection has been less
studied in the context of radio broadcasting: cf. [12] for arbitrary networks and [13] for geometric networks.

Leader election, which is the task considered in the present paper, is a classic topic in distributed computing, and has
been widely studied in the early history of this domain (cf. [14]). Most of the results on leader election in the radio
model concern single-hop networks of known size n. Some of these results were originally obtained for other distributed
problems but have corollaries for leader election. For the time of deterministic leader election without collision detection,
the complexity O (n log n) follows from [6]. A constructive upper bound O (n polylog(n)) follows from [15]. For the time of
deterministic algorithms with collision detection, matching bounds are also known: Ω(log n) follows from [16], and O (log n)

follows from [2–4]. For the expected time of randomized algorithms without collision detection, the same matching bounds
are known: Ω(log n) follows from [11] and O (log n) from [17]. Finally, randomized leader election with collision detection
can be done faster: matching bounds Ω(log log n) (for fair protocols) and O (log log n) on the expected time were proved
in [18]. For more references and a detailed study of classes of randomized protocols and energy issues for leader election in
single-hop networks, see [19,20].

For leader election in arbitrary radio networks results are much less complete. The best upper bound on the time of de-
terministic algorithms without collision detection is O (n log3 n) [21]. To the best of our knowledge, no results are published
for deterministic leader election with collision detection, but the lower bound Ω(n) and the upper bound O (n log n) are
folklore (see, respectively, Proposition 2.1 and the procedure L_Elect (X,k) taken in the case k = n + 1). Note that the
linear lower bound also holds for the more restrictive model with collision detection.

Structure of the paper. In Section 2 we give a lower bound Ω(n log n) on the time of leader election in the model without
collision detection, and state the folklore result Ω(n) for the model with collision detection. We also introduce the com-
binatorial tools used in the paper, such as (strongly-)selective families and new structures called fuzzy-separating families,
accompanied by known and new upper and lower bounds on the size of these combinatorial objects. In Section 3 we de-
velop the final Algorithm Ext_Ma_LE in four steps: first we describe basic subroutines to be used in the algorithm, then
we give an auxiliary algorithm under the additional assumption that the size of the network and the neighborhood are
known to each node (Algorithm Known_Neighb_LE), then we remove the assumption of known neighborhood (Algorithm
Ma_LE), and finally we remove the assumption of known size of the network (Algorithm Ext_Ma_LE). Each of these algo-
rithms is followed by its correctness and complexity analysis. In Section 4 we argue why the assumption about synchrony
of communication, made in this paper, cannot be removed in the study of leader election. Open problems are proposed in
Section 5.
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