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1. Introduction

In [2] the notion of an r-cover was introduced as a means to represent the distribution of the runs in a string and
thus describe the structure of run-maximal strings. The straightforward assertion from [2] that a run-maximal string has an
r-cover - except possibly a single weak point - holds only when the size of the alphabet is not kept fixed. However, the
approach can be adapted inductively to handle situations with fixed alphabets and can be used to speed up computations
of the maximum number of runs.

We encode a square as a triple (s, e, p) where s is the starting position of the square, e is the ending position of the
square, and p is its period. Note that e = s + 2p — 1. Similarly, we encode a run as a triple (s,e, p). It is clear from the
context whether a triple (s, e, p) encodes a square or a run. Note that the exponent of such a run equals L%J and the
tail of the run equals the remainder of the division of (e — s+ 1) by p. The leading square of a run (s, e, p) refers to the
square (s,s+2p — 1, p). The trailing square of a run (s, e, p) refers to the square (e —2p + 1,e, p).

The join x[i1 .. ix] U x[j1 .. jm] of two substrings of a string x = x[1 .. n] is defined if i; < j; <iy+ 1 and then
X[i1 < i ]UX[j1 «o jm]=x[i1 .. max{ig, jm}], or if j; <i; < jm + 1 and then x[i1 .. ix] UX[j1 .. jm]=x[j1 .. max{ig, jm}].
Simply put, the join is defined when the two substrings are either adjacent or overlap. For two encodings (s1,e1, p1)
and (sz, ez, p2) of squares in a string x, the join (sq,eq, p1) U (S2, €2, p2) represents the join of x[s; .. e;] UXx[sy .. ea].
The alphabet of x is denoted by .A(x), a (d, n)-string refers to a string of length n with exactly d distinct symbols, r(x)
denotes the number of runs in a string x, and py(n) refers to the maximum number of runs over all (d, n)-strings, i.e.
pq(n) = max{r(x) | x is a (d,n)-string}. The number of distinct symbols of a string x is denoted as d(x). A singleton is a
symbol which occurs exactly once in the string under consideration, so a singleton-free string is a string in which each
symbol occurs at least twice. A square (s, e, p) is left-shiftable if x[s — 1] is defined (s > 1), and x[s — 1] =x[s + p — 1].
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Similarly, a square is right-shiftable if x[e + 1] is defined (e <n) and x[e + 1] = x[s]. In other words, a square (s, e, p) is
left-shiftable exactly when (s —1,e — 1, p) is also a square, and is right-shiftable exactly when (s + 1,e + 1, p) is also a
square. To simplify the notation, for the empty string ¢ we set r(¢) =0 and p4(0) =0.

Considering p(n) the maximum number of runs over all strings of length n, i.e. p(n) = max{pg(n): 1< d < n}, the
investigation of the asymptotic behavior of p(n)/n has provided a rich line of research. See [4,8] and references therein for
more details and additional results and approaches.

2. Computational approach to runs

The computational framework for determining pg(n) presented in subsequent sections is based on the following ap-
proach: We first compute a lower bound of pq(n), denoted as p; (n). Then it is enough to restrict our search to the
(d, n)-strings potentially satisfying r(x) > p, (n), thus significantly reducing the search space. This section introduces neces-
sary conditions guaranteeing that for a string x, r(x) > p; (n). We show that for a string x to potentially satisfy r(x) > p; (n),
it must have an r-cover and be p, (n)-dense. Only the r-covered strings are generated and the ones not satisfying the p, (1)-
density are eliminated at the earliest possible stage.

Definition 1. An r-cover of a string x = x[1 .. n] is a sequence of primitively rooted squares {S; = (sj,ej, pi) | 1 <i<m} so
that

(1) none of the Sj’s, 1 <i<m is left-shiftable;
(2) si<sit1<ei+1<eiy1+1 forany 1<i<m,ie. two consecutive squares are either adjacent or overlap without one
containing the other;

(3) U]gigm Si=x;
(4) for any run R = (s, e, p) of x there is an S; with 1 <i <n containing the leading square of the run R.

A string which has an r-cover is referred to as r-covered.
An r-cover with no adjacent squares is referred to as overlapping r-cover.

See Fig. 1 for an illustration of an overlapping r-cover.
Lemma 2. The r-cover of an r-covered string is unique.

Proof. Let us assume that we have two different r-covers of x, {S;j |1 <i < m} and {S;. | 1 < j <k}. We shall prove by
induction that they are identical. By Definition 1(4), Sy is a substring of S} and, by the same argument, S} is a substring
of S1, and thus S1 = S. Let the induction hypothesis be S; =S} for 1 <i<t. If Ulgigt S;i =x, we have t =m =k and we
are done. Otherwise consider S;;1. By Definition 1(4), there is S/, so that Sy1; is a substring of S/, and v > t. We need to
show that v =t + 1. If not, then S£+l is a substring of Ul<i<[+1 S; as otherwise S;+1 would contain S;;q, contradicting
v #t+ 1. Since S; ; is not a substring of U1<i<t Si, then S, is a substring of S¢y1, which in turn is a substring of
Sy, a contradiction. Therefore, St11 is a substring of S;,. Similarly, S{,; i a substring of S¢4+1 and so S¢y1 = S; 4, which
completes the induction. O

Lemma 3. Any r-covered string is singleton-free.

Proof. Let {S;|1< j<mj} be the r-cover of x=x[1 .. n]. For any 1 <i<n, x[i] € S¢ for some t by Definition 1(3). Since S;
is a square, the symbol x[i] occurs in x at least twice. O

Before defining a p; (n)-dense string, we recall the notion of a core of a run introduced in [5]: for a run (s, e, p), its core
is the intersection of the set of indices of its leading square (s,s +2p — 1, p) and the set of indices of its trailing square
(e—2p+1,e,p).

Definition 4.

(a) Let k;j(x) be the number of cores in x containing the position i. Given a (d, n)-string x, the vector k(x) = (k1(x), ..., kn(X))
is referred to as the core vector of x.

(b) A singleton-free (d, n)-string x is p, (1)-dense, if its core vector k(x) satisfies k;(x) > p; (n) — r(x[1 .. i —1]) —m; for

i=1..n, where mj =max{pg,(n —i): d—dy; <dp <min(n —i,d)} and dy =d(x[1 .. i —1]).

Lemma 5. If a (d, n)-string x is not p; (n)-dense, then r(x) < p; (n).
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