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The Longest Common Subsequence (LCS) of two strings A, B is a well studied problem
having a wide range of applications. When each symbol of the input strings is assigned
a positive weight the problem becomes the Heaviest Common Subsequence (HCS) problem.
In this paper we consider a different version of weighted LCS on Position Weight Matrices
(PWM). The Position Weight Matrix was introduced as a tool to handle a set of sequences
that are not identical, yet, have many local similarities. Such a weighted sequence is
a ‘statistical image’ of this set where we are given the probability of every symbol’s
occurrence at every text location. We consider two possible definitions of LCS on PWM.
For the first, we solve the LCS problem of z sequences in time O (znz+1). For the second,
we consider the log-probability version of the problem, prove N P -hardness and provide
an approximation algorithm.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

The Longest Common Subsequence problem, whose first famous dynamic programming solution appeared in 1974 [14], is
one of the classical problems in Computer Science. The widely known string version appears in Definition 1.

Definition 1. The String Longest Common Subsequence (LCS) Problem:

Input: Two strings A, B of length n over alphabet Σ .
Output: The length of the longest subsequence common to both strings.

For example, for A = abcddabef and B = efbadeaab, LCS(A, B) is 4, where a possible such subsequence is adab.
The LCS problem has been very well studied. For a survey, see [5]. The main motivation for the problem is as a mea-

sure of string similarity. An immediate example from computational biology is measuring the commonality of two DNA
molecules or proteins, which may yield functional similarity between them. The well known dynamic programming solu-
tion [7] requires time O (n2), for two strings of length n each. The problem had also been investigated on more general
structures such as trees and matrices [2], run-length encoded strings [4], and more.

Another structure, useful in molecular biology, is the weighted sequence. This is defined as a sequence S = s1, . . . , s|S|
where a value is associated to every si , i = 1 . . . |S|. Comparing two weighted sequences we need a weight function W
assigning a value to every possible match between a character from the first and another from the second sequence. The
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LCS variant for these weighted sequences aims at maximizing the weight of the common subsequence rather than its length
as defined below:

Definition 2. The Heaviest Common Subsequence (HCS) Problem:

Input: Two strings A = a1 . . .an , B = b1 . . .bm of length n over alphabet Σ and a weight function W : ai × b j → N .

Output: A common subsequence of length l ai1 . . .ail = b j1 . . .b jl maximizing the sum
∑l

k=1 W (aik ,b jk ).

Note that in contrast to sequence alignment, where we have a single weight for the matching of two characters, in the
HCS problem the weight of the match depends on the position of the symbols in the input sequences as well as on the
characters themselves.

Recently another model of weighted sequences was introduced in which, at each position of the sequence, any symbol of
the alphabet can occur with a certain probability. To prevent ambiguity, we refer to such sequences as p-weighted sequences,
though in the literature they are both named weighted sequences.

Definition 3. (See [9].) A p-weighted sequence A = a1 . . .an over alphabet Σ , is a sequence of sets ai , 1 � i � n. Every ai is
a set of pairs (s j,πi(s j)), where s j ∈ Σ and πi(s j) is the probability of having symbol s j at location i.

Formally, ai = {(s j,πi(s j)) | s j �= sl for j �= l, and
∑

j πi(s j) = 1}.

The concept of p-weighted sequences was introduced as a tool for motif discovery and local alignment. A weighted
sequence is called in the biological literature a “Position Weight Matrix” (PWM) [12]. A p-weighted sequence of length m is a
|Σ | × m matrix that reports the frequency of each symbol in a finite alphabet Σ for every possible location.

The first usage of PWM sequences was for relative short sequences, for example binding sites, sequences resulting from
multiple alignment, etc. Iliopoulos et al. [9] considered building very large Position Weight Matrices that correspond, for
example, to complete chromosome sequences that have been obtained using a whole-genome shotgun strategy [13]. By
keeping all the information the whole-genome shotgun produces, it is possible to ferret out information that has been
previously undetected after being faded during the consensus step. This concept is true for other applications where lo-
cal similarities are thus encoded. Therefore, the necessity of developing adequate algorithms for p-weighted sequences
increases.

It is natural to extend the LCS definition to p-weighted strings as a means of measuring their similarity. However the
PWM model deals with probabilities, thus values smaller than 1 are multiplied as a subsequence is extended. The heaviest
common p-weighted subsequence will always be of length 1, since every added symbol reduces the total weight. Therefore,
we define a new but related problem named Longest Common Weighted Subsequence, in which the weight is allowed to
decrease till a certain bound, and under this restriction the longest common subsequence is sought.

The bound is set according to the certainty level required in the application. Since we consider two p-weighted se-
quences, we differentiate between their probabilities by denoting π A

i the probability of occurring at the ith location of
sequence A. The formal definition appears below.

Definition 4. The Longest Common Weighted Subsequence (LCWS) Problem:

Input: Two p-weighted strings A, B of length n over alphabet Σ , and a constant α, 0 < α � 1.
Output: The maximal l such that there is a common subsequence of length l, ai1 . . .ail = b j1 . . .b jl , where

∏l
y=1(π

A
i y

(ai y ) ·
π B

j y
(b j y )) � α.

Though the LCWS problem seems natural for the position weighted matrices input, in case the probabilities of the
characters of one input sequence are far from being uniformly distributed, the results may be biased and not reflect a
real relation between the weighted sequences. In order to prevent this effect and obtain informative results we suggest
an additional definition to the LCWS problem, Longest Common Weighted Subsequence with two thresholds, referred to as
LCWS2. In the LCWS2 problem, a separate probability bound is set for each of the p-weighted sequences.

Definition 5. The Longest Common Weighted Subsequence 2 (LCWS2) Problem:

Input: Two p-weighted strings A, B of length n over alphabet Σ , and constants α1, α2, 0 < αi � 1.
Output: The maximal l such that there is a common subsequence of length l, ai1 . . .ail = b j1 . . .b jl , where

∏l
y=1 π A

i y
(ai y ) � α1

and
∏l

y=1 π B
j y

(b j y ) � α2.

In this paper, we consider the log-probability version of this problem. We define the Longest Common Integer Weighted
Subsequence 2 (LCIWS2) Problem in Section 4, and proves that it is N P -hard.
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