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h i g h l i g h t s

• We consider the problem of sampling nodes through random walks in a distributed network.
• We present algorithm to compute several random walk samples in a continuous online fashion.
• Our algorithm minimizes (almost optimal) the number of rounds and messages.
• Our algorithm is effective and efficient as shown by experimental evaluation on various topological networks.
• Our algorithm performs very well on various metrics for all parameter ranges.
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a b s t r a c t

Performing random walks in networks is a fundamental primitive that has found numerous applications
in communication networks such as token management, load balancing, network topology discovery
and construction, search, and peer-to-peer membership management. While several such algorithms are
ubiquitous, and use numerous randomwalk samples, the walks themselves have always been performed
naively.

In this paper, we focus on the problemof performing randomwalk sampling efficiently in a distributed
network. Given bandwidth constraints, the goal is to minimize the number of rounds and messages re-
quired to obtain several randomwalk samples in a continuous online fashion. We present the first round
and message optimal distributed algorithms that present a significant improvement on all previous ap-
proaches. The theoretical analysis and comprehensive simulations of our algorithms show that they per-
form very well in different types of networks of differing topologies.

In particular, our results show how several random walks can be performed continuously (when
source nodes are provided only at runtime, i.e., online), such that each walk of length ℓ can be performed
exactly in just Õ(

√
ℓD) rounds1 (where D is the diameter of the network), and O(ℓ) messages. This sig-

nificantly improves upon both, the naive technique that requires O(ℓ) rounds and O(ℓ) messages, and
the sophisticated algorithm of Das Sarma et al. (2013) that has the same round complexity as this paper
but requires Ω(m

√
ℓ) messages (wherem is the number of edges in the network). Our theoretical results

are corroborated through extensive simulations on various topological data sets. Our algorithms are fully
decentralized, lightweight, and easily implementable, and can serve as building blocks in the design of
topologically-aware networks.

© 2015 Elsevier Inc. All rights reserved.

✩ A short version of this paper appeared in the Proceedings of 31st Annual IEEE
International Conference on Computer Communications (IEEE INFOCOM), 2012,
pp. 2906–2910, [20].
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1 Throughout this paper, Õ hides polylogarithmic factors in the number of nodes

in the network.

1. Introduction

Random walks play a central role in computer science, span-
ning a wide range of areas in both theory and practice, including
distributed computing and communication networks. Algorithms
in many different applications use random walks as an inte-
gral subroutine. Applications in communication networks include
token management [10,17,31], load balancing [32], small-world
routing [34], search [1,15,28,37,46], information propagation and
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gathering [12,33], network topology construction [28,35,36], che-
cking expander [25], constructing random spanning trees [7,8,13],
monitoring overlays [39], group communication in ad hoc net-
work [24], gathering and dissemination of information over a net-
work [2], distributed construction of expander networks [35], and
peer-to-peer membership management [26,47]. Random walks
have also been used to provide uniform and efficient solutions
to distributed control of dynamic networks [14]. [46] describes a
broad range of network applications that can benefit from random
walks in dynamic anddecentralized settings. For further references
on applications of randomwalks to distributed computing and net-
works, see, e.g., [14,46].

A key purpose of random walks in network applications is
to perform node sampling. Random walk-based sampling is sim-
ple, local, and robust. Random walks also require little index or
state maintenance which make them especially attractive to self-
organizing dynamic networks such as Internet overlay and ad hoc
wireless networks [14,46]. In this paper we present efficient dis-
tributed random walk sampling algorithms in networks that are
significantly faster than the existing and naive approaches and at
the same time achieve optimal message complexity. Our simula-
tion results further show that our techniques perform very well in
various network topologies.

While the sampling requirements in different applications vary,
whenever a true sample is required from a randomwalk of certain
steps, all applications perform the walks naively—by simply pass-
ing a token from one node to its neighbor: thus performing a ran-
domwalk of length ℓ takes time and messages that are linear with
respect to ℓ. Such an algorithm may not scale well as the network
size increases and hence it is better to investigate algorithms with
sub-linear time and message complexity. Previous work in [23]
shows how to (partially) overcome this hurdle through a quadratic
improvement in time and perform random walks optimally, i.e. in
Õ(

√
ℓD) rounds. However, their algorithm requires a large number

of messages for every random walk, depending on the number of
edges in the network. The algorithm presented here shows how to
perform the walks with optimal message complexity, i.e. just O(ℓ)

messages per walk amortized, without compromising at all on the
worst case round complexity. Further, the previous paper [23] only
considered performing a single walk, or a few walks. Most appli-
cations, however, require several walks to be performed in a con-
tinuous manner. This continuous processing of walks is of specific
importance in distributed networks and our results are applicable
in this general framework.

Our random walk sampling algorithm can be a useful building
block in the design of topologically (self-)aware networks, i.e., net-
works that canmonitor and regulate themselves in a decentralized
fashion. For example, efficiently computing the mixing time or the
spectral gap, allows the network to monitor connectivity and ex-
pansion properties of the network [23]. This paper is an enhanced
version of the short paper [20], which appeared in IEEE INFOCOM
2012.

Our contributions

1. We introduce the problem of continuous processing of random
walks. The objective is for a network to support a continuous
sequence of random walk requests from various source nodes
and perform node sampling to minimize round and message
complexity for each request.

2. We present the first algorithm that is efficient in both round
complexity and message complexity. Our technique and analy-
sis present almost-tight bounds on themessage and round com-
plexity in a widely used network congestion model.

3. We perform comprehensive experimental evaluation on nu-
merous topological networks and highlight the effectiveness
and efficiency of our algorithm. The experimental results cor-
roborate the theoretical contributions and show that our ran-
dom walk sampling algorithm performs very well on various
metrics for all parameter ranges.

Two key features that distinguish the present work from previ-
ous work on distributed random walks are as follows:

• Continuous processing of walks: Unlike previous works (e.g.,
[21–23,42,19]), which deal with one or multiple random walks
in a ‘‘one-shot’’ manner, this paper addresses the problem of
continuous random walk sampling requests. In many applica-
tions, random samples have to be computed continuously, and
hence the current results are more suitable in that setting.

• Efficient in both message and round complexity: Previous
work [22,23] focused on the goal of reducing the round com-
plexity of distributed random walks. In particular, for perform-
ing a single randomwalk of length ℓ, an Õ(

√
ℓD) time algorithm

was presented. However, the message complexity of this algo-
rithm was Õ(m

√
ℓD + n

√
ℓ/D); this is quite high compared

to the optimal O(ℓ) message complexity. It is not clear as to
how the above message complexity can be improved for a sin-
gle random walk. However, as shown in the current paper, for
the problem of continuous random walks, one can improve the
amortizedmessage complexity to Õ(ℓ), which is almost optimal.

Overview. In the remaining part of this section, we discuss the net-
work model, related work, and the formal notation and problem
formulation considered in this paper. We present our algorithms,
andmessage and round complexity analyses in Section 2. This rests
on some concentration analysis of key random walk properties of
our algorithm that we then prove in Section 3. Finally, we present
extensive simulations on various topological networks in Section 4.

1.1. Distributed network model

We model the communication network as an undirected, un-
weighted, connected n-node graph G = (V , E). Every node has
limited initial knowledge. Specifically, assume that each node is
associated with a distinct identity number (e.g., its IP address). At
the beginning of the computation, each node v accepts as input its
own identity number and the identity numbers of its neighbors in
G. The node may also accept some additional inputs as specified
by the problem at hand. The nodes are allowed to communicate
through the edges of the graph G. We assume that the communi-
cation occurs in synchronous rounds. We will use only small-sized
messages. In particular, in each round, each node v is allowed to
send amessage of sizeO(log n) through each edge e = (v, u) that is
adjacent to v. The message will arrive to u at the end of the current
round. This is awidely used standardmodel to study distributed al-
gorithms (e.g., see [43,44]) and captures the bandwidth constraints
inherent in real-world computer networks. Our algorithms can be
easily generalized if B bits are allowed (for any pre-specified pa-
rameter B) to be sent through each edge in a round. Typically, as
assumed here, B = O(log n), which is number of bits needed to
send a node ID in an n-node network.

While this is a nice theoretical abstraction, it still does not mo-
tivate the most natural practical difficulties. A well established
concern with this model is that for simple operations, the entire
network may spawn a large number of parallel messages in or-
der to minimize rounds. This can be very expensive from a prac-
tical standpoint. A critical component in the analysis of practical
algorithms is the overall message complexity per execution of any
algorithm. This becomes even more crucial from the standpoint
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