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HIGHLIGHTS

We present a parallel and energy-ware protocol for self-reconfiguration of microrobots.
From chains configurations to squares configurations.

This protocol is efficient and scalable because it is map-less.

This protocol needs a constant complexity of memory usage.

Evaluation is made with the Dynamic Physical Rendering Simulator.
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MEMS microrobots are miniaturized electro-mechanical elements, made using the techniques of micro-
fabrication. They have limited energy capacity and low memory space. Self-reconfiguration is required
for MEMS microrobots to complete their mission and/or to optimize their communication. In this paper,
we present a self-reconfiguration protocol from a straight chain to square organization, which deals with
MEMS microrobots characteristics. In the proposed protocol, nodes do not have the map of their target
positions which makes the protocol portable, standalone, and the memory complexity is bounded by a
constant. This paper improves a former solution by using parallelism in the movements of microrobots
to optimize the time and the number of movements and by making the algorithm energy-aware. So each
node is aware of the amount of energy that it will spend, which will improve the energy consumption. Our
algorithm is implemented in Meld, a declarative language, and executed in a real environment simulator
called DPRSim.
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1. Introduction

Micro electro mechanical system (MEMS) is a technology that
enables the batch fabrication of miniature mechanical structures,
devices, and systems. MEMS are miniaturized and low-power de-
vices that can sense and act. It is expected that these small de-
vices, referred to as MEMS nodes, will be mass-produced, making
their production cost almost negligible [8]. Their applications will
require a massive deployment of nodes, thousands or even mil-
lions [36] which will give birth to the concept of Distributed In-
telligent MEMS (DiMEMS) [4].
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The size of MEMS nodes differs from well below one micron to
few millimeters. A DIMEMS device is composed of typically hun-
dreds of MEMS nodes. Some DiMEMS devices are composed of mo-
bile MEMS nodes [1], some others are partially mobile [9] whereas
others are not mobile at all [4]. Due to their small size and the
batch-fabrication process, MEMS microrobots are potentially very
cheap, particularly through their use in many areas in our life-
time [10].

One of the major challenges in developing a microrobot is to
achieve a precise movement to reach the destination position
while using a very limited power supply. Many different solu-
tions have been studied for example, within the Claytronics project
[1,2,7,25] each microrobot can only turn around its neighbor which
introduce the idea of a collaborative way of moving. But, even if
the power requested for moving has been lowered, it still costs a
lot regarding the communication and computation requirements.
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Optimizing the number of movements of microrobots is therefore
crucial in order to save energy [14].

MEMS microrobots topic is gaining an increasing attention
since large-scale swarms of robots will be able to perform sev-
eral missions and tasks in a wide range of applications such as
odor localization, firefighting, medical service, surveillance, search,
rescue, and security [8]. The self-reconfiguration for MEMS mi-
crorobots is necessary to do these tasks. In the literature, self-
reconfiguration can be seen from two different points of view. On
the one hand, it can be defined as a protocol, centralized or dis-
tributed, which transforms a set of nodes to reach the optimal log-
ical topology from a physical topology [11]. For example, if we have
a connected chain of n microrobots then the complexity of message
exchange if a node broadcasts a message to others will be O(n) in
the worst case. If we reconfigure the chain to a square the complex-
ity will be O(4/n) in the worst case. On the other hand, the self-
reconfiguration is built from modules which are autonomously
able to change the way they are connected, thus changing the over-
all shape of the logical network [7,31]. This process is difficult to
control, because it involves the distributed coordination of a large
number of identical modules connected in time-varying ways.
The range of exchanged information and the amount of displace-
ment, determine the communication and energy complexity of the
distributed algorithm. When the information exchange involves
close neighbors, the complexity is moderate and the resulting dis-
tributed self-reconfiguration scales gracefully with network size.

An open issue is whether distributed self-reconfiguration
would result in an optimal configuration with a moderate com-
plexity in message, execution time, number of movements and
memory usage.

As said before, MEMS microrobots are low-power and low-
memory capacity devices that can sense and act. A solution of
self-reconfiguration should deal with MEMS microrobots charac-
teristics. Self-reconfiguration with shared map does not scale. Be-
cause the map (predefined position of the target shape) consists of
P positions and each node must have a memory capacity, at least,
of P positions. Therefore, if P is very high, the self-reconfiguration
will be not feasible. In this paper, we present an energy-aware
parallel reconfiguration algorithm, without predefined positions of
the target shape, which reduces memory usage to O(1). This algo-
rithm ensures the networks connectivity throughout all its execu-
tion time. This work takes place within the Claytronics project and
aims at optimizing the logical topology of the network through re-
arrangement of the physical topology as we will see in the next
sections.

2. Related works

Many terms refer to the concept of self-reconfiguration. In sev-
eral works on wireless networks the term used is self-organization.
This term is also used to express the partitioning and clustering
of ad-hoc networks or wireless networks to groups called cliques
or clusters. Also, the self-organization term can be found in pro-
tocols for sensor networks to form a sphere or a polygon from a
center node [23,24,39]. The term redeployment is also a new term
to address self-reconfiguration for sensor networks [ 16,13,29]. For
self-reconfiguration with robots or microrobots, there are the pro-
tocols [31,32,15] where the desired configuration is grown from
an initial seed module. A generator uses a 3D model of the tar-
get configuration and outputs a set of overlapping blocks which
represent this configuration. In the second step, this representa-
tion is combined with a control algorithm to produce the final self-
reconfiguration algorithm. In [38], the authors propose map based
distributed algorithm for self-reconfiguration of modular robots
from arbitrary to straight chain configuration.

A growing number of research on self-reconfiguration for mi-
crorobots have used centralized algorithms, among them we find
centralized self-assembly algorithms [27]. Other approaches give
each node a unique ID and a predefined position in the final
structure [37]. The drawback of these methods is the centralized
paradigm and the need for nodes identification. More distributed
approaches that need the map of the target shape in [12,5,28,22].In
simulation, the authors in [30,32] have demonstrated algorithms
for self-reconfiguration and directed growth of cubic units based
on gradients and cellular automata. The authors in [3] have shown
how a simulated modular robot (Proteo) can self-configure into
useful and emergent morphologies when the individual modules
use local sensing and local control rules.

In [35] the authors developed a centralized algorithm for re-
configuration (with predefined positions of the target chain) of
an initial chain configuration into another chain configuration
and then from a straight chain into an arbitrary goal that ful-
fills certain admissibility requirements [34]. The distributed ver-
sion of this algorithm was given in [38]. Recent work in [21]
demonstrated a time complexity of O(n) for probabilistic recon-
figuration of large systems of hexagonal metamorphic robots for
single-move algorithms, in which at most one module can move in
a time step.

Claytronics, is the name of a project led by Carnegie Mellon
University and Intel corporation. In Claytronics, microrobots called
catoms (Claytronics atoms) are assembled to form larger objects.
The idea is to have hundreds of thousands of microrobots forming
objects of any shape. Like the cells in a body or in a complex
organism, each small member of the whole is committed to doing
its own part and communication between microrobots helps in
building the final shape.

Many works have already been done within the Claytronics
project. In [6], the authors propose a metamodel for the reconfigu-
ration of catoms starting from an initial configuration to achieve a
desired configuration using creation and destruction primitives. The
authors use these two functions to simplify the movement of each
catom. In [7], the authors present a scalable distributed reconfigu-
ration algorithm with the Hierarchical Median Decomposition, to
achieve arbitrary target configurations without a global commu-
nication. Another scalable algorithm has been presented in [25].
In [2], a scalable protocol for Catoms self-reconfiguration is pro-
posed, written with the Meld language [1,26] and using the cre-
ation and destruction primitives. In all these works, the authors
assume that all Catoms know the correct positions composing the
target shape at the beginning of the algorithm and each node is
aware of its current position. The first self-reconfiguration with-
out predefined positions of the target shape appears in [17]. How-
ever, this solution is not parallelized, is not energy-aware and takes
longer to achieve the reconfiguration. In this former solution, the
choice of the initiator node is simple, but this initiator is not the
best one to get a good execution time for the self-reconfiguration
protocol. Also, controlling the movements of nodes was simple
compared to this new solution because only three states were re-
quired. Nevertheless, the solutions in [17,18] take longer to achieve
the reconfiguration protocol. Therefore, they are time-consuming,
and do not maximize the lifetime of nodes. To cope with these
disadvantages, we introduced the use of the parallelism in move-
ments. Within this new solution, and because of the parallelism in
movements, the control has become more complex, as new states
are required to deal with a lot of cases to handle the parallelism in
order to make it optimal. We presented in [19] an algorithm of re-
configuration from any starting physical topology to a square, this
algorithm does not ensure the connectivity of the network during
the reconfiguration.
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