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h i g h l i g h t s

• In rendezvous, two agents traverse edges in rounds and have to meet at some node.
• In treasure hunt, an agent must find a fixed target at some node of the network.
• Objective: tradeoffs between the advice available to the agents and the cost.
• Results: bounds on the size of advice to achieve a given cost.
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a b s t r a c t

In rendezvous, two agents traverse network edges in synchronous rounds and have tomeet at some node.
In treasure hunt, a single agent has to find a stationary target situated at an unknown node of the network.
We study tradeoffs between the amount of information (advice) available a priori to the agents and the
cost (number of edge traversals) of rendezvous and treasure hunt. Our goal is to find the smallest size
of advice which enables the agents to solve these tasks at some cost C in a network with e edges. This
size turns out to depend on the initial distance D and on the ratio e

C , which is the relative cost gain due to
advice. For arbitrary graphs, we give upper and lower bounds ofO(D log(D· eC )+log log e) andΩ(D log e

C ),
respectively, on the optimal size of advice. For the class of trees, we give nearly tight upper and lower
bounds of O(D log e

C + log log e) and Ω(D log e
C ), respectively.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

1.1. Model and problems

Rendezvous and treasure hunt are two basic tasks performed
by mobile agents in networks. In rendezvous, two agents, initially
located at distinct nodes of the network, traverse network edges
in synchronous rounds and have to meet at some node. In trea-
sure hunt, a single agent has to find a stationary target (called
treasure) situated at an unknown node of the network. The net-
work might model a labyrinth or a system of corridors in a cave, in
which case the agentsmight bemobile robots. Themeeting of such
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robotsmight bemotivated by the need to exchange previously col-
lected samples, or to agree how to share a future cleaning or decon-
tamination task. Treasure hunt might mean searching a cave for a
resource or for a missing person after an accident. In other appli-
cations we can consider a computer network, in which the mobile
entities are software agents. The meeting of such agents might be
necessary to exchange data or share a future task of checking the
functionality of network components. Treasure hunt in this case
might mean looking for valuable data residing at some node of the
network, or for a virus implanted at some site.

The network is modeled as a simple undirected connected
graph whose nodes have distinct identities. Ports at a node of de-
gree d are numbered 0, . . . , d − 1. The agents are anonymous,
i.e., do not have identifiers. Agents execute a deterministic algo-
rithm, such that, at each step, they choose a port at the current
node.When an agent enters a node, it learns the entry port number,
the label of the node and its degree. The cost of a rendezvous algo-
rithm is the total worst-case number of edge traversals performed
by both agents until meeting. The cost of a treasure hunt algorithm
is theworst-case number of edge traversals performedby the agent
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until the treasure is found. If the agents have no information about
the network, the cost of both rendezvous and treasure hunt can be
as large asΘ(e) for networkswith e edges. This is clear for treasure
hunt, as all edges (except one) need to be traversed by the agent to
find the treasure in the worst case. The same lower bound for ren-
dezvous follows from Proposition 2.1 in the present paper. On the
other hand, if D is the distance between the initial positions of the
agents, or from the initial position of the agent to the treasure, a
lower bound on the cost of rendezvous and of treasure hunt is D.

In this paper, we study tradeoffs between the amount of infor-
mation available a priori to the agents and the cost of rendezvous
and treasure hunt. Following the paradigm of algorithms with ad-
vice [1,14,16,21,26,28–34,36–38,44,49], this information is pro-
vided to the agents at the start of their navigation by an oracle that
knows the network, the starting positions of the agents and, in the
case of treasure hunt, the node where the treasure is hidden. The
oracle assists the agents by providing them with a binary string
called advice, which can be used by the agent during the algorithm
execution. In the case of rendezvous, the advice given to each agent
can be different. The length of the string given to the agent in trea-
sure hunt and the sumof the lengths of strings given to both agents
in rendezvous are called the size of advice.

1.2. Our results

Using the framework of advice permits us to quantify the
amount of information needed for an efficient solution of a given
network problem (in our case, rendezvous and treasure hunt) re-
gardless of the type of information that is provided. Our goal is to
find the smallest size of advice which enables the agents to solve
rendezvous and treasure hunt at a given cost C in a network with
e edges. This size turns out to depend on the initial distance D (be-
tween the agents in rendezvous, and between the agent and the
treasure in treasure hunt) and on the ratio e

C , which is the relative
cost gain due to advice. For arbitrary graphs, we give upper and
lower bounds of O(D log(D · eC )+ log log e) andΩ(D log e

C ), respec-
tively, on the optimal size of advice. Hence our bounds leave only
a logarithmic gap in the general case. For the class of trees, we give
nearly tight upper and lower bounds of O(D log e

C + log log e) and
Ω(D log e

C ), respectively. Our upper bounds are obtained by con-
structing an algorithm for all graphs (respectively, for all trees) that
works at the given cost and with advice of the given size, while the
lower bounds are proved by exhibiting networks for which it is im-
possible to achieve the given cost with smaller advice.

1.3. Related work

Treasure hunt, network exploration and rendezvous in net-
works are interrelated problems that have received much atten-
tion in recent literature. Treasure hunt has been investigated in the
line [13,35], in the plane [9] and in other terrains [41]. Treasure
hunt in anonymous networks (without any information about the
network) has been studied in [48,50] with the goal of minimizing
cost.

The related problem of graph exploration by mobile agents
(often called robots) has been intensely studied as well. The goal of
this task is to visit all of the nodes and/or traverse all of the edges
of a graph. A lot of research considered the case of a single agent
exploring a labeled graph. In [2,20] the agent explores strongly-
connected directed graphs. In a directed graph, an agent can move
only in the direction from tail to head of an edge, not vice-versa. In
particular, [20] investigated the minimum time of exploration of
directed graphs, and [2] gave improved algorithms for this problem
in terms of the deficiency of the graph (i.e., the minimum number
of edges that must be added to make the graph Eulerian). Many
papers, e.g., [22,24,45] studied the scenario where the graph to

be explored is labeled and undirected, and the agent can traverse
edges in both directions. In [45], it was shown that a graph with n
nodes and e edges can be explored in time e+O(n). In some papers,
additional restrictions on the moves of the agent were imposed,
e.g., it was assumed that the agent is tethered, i.e., attached to the
base by a rope or cable of restricted length [24]. In [47], a log-space
construction of a deterministic exploration for all graphs with a
given bound on size was shown.

The problem of rendezvous has been studied both under ran-
domized and deterministic scenarios. In the framework of net-
works, it is usually assumed that the nodes do not have distinct
identities. An extensive survey of randomized rendezvous in var-
ious models can be found in [5], cf. also [3,4,8,11]. Deterministic
rendezvous in networks has been surveyed in [46]. Several authors
considered geometric scenarios (rendezvous in an interval of the
real line, e.g., [11,12], or in the plane, e.g., [6,7]). Gathering more
than two agents was studied, e.g., in [27].

For the deterministic setting, many authors studied the feasi-
bility and time complexity of rendezvous of synchronous agents,
i.e., agents that move in rounds. In [42] the authors studied trade-
offs between the time of rendezvous and the number of edge
traversals by both agents. In [22], the authors presented a ren-
dezvous algorithm whose running time is polynomial in the size
of the graph, the length of the shorter label and the delay between
the starting times of the agents. In [39,48], rendezvous time is poly-
nomial in the first two of these parameters and independent of the
delay. The amount of memory required by the agents to achieve
deterministic rendezvous was studied in [17] for general graphs.
The amount of memory needed for randomized rendezvous in the
ring was discussed, e.g., in [40]. Several authors investigated asyn-
chronous rendezvous in the plane [15,27] and in network environ-
ments [10,18,19,23].

Providing nodes or agents with information of arbitrary type
that can be used to perform network tasks more efficiently has
been proposed in [1,14,16,21,26,28–34,36–38,43,44,49]. This ap-
proach was referred to as algorithms with advice. The advice is
given either to nodes of the network or to mobile agents perform-
ing some network task. Several of the authors cited above studied
the minimum size of advice required to solve the respective net-
work problem in an efficient way.

In [38], given a distributed representation of a solution for a
problem, the authors investigated the number of bits of commu-
nication needed to verify the legality of the represented solution.
In [29], the authors compared theminimum size of advice required
to solve two information dissemination problems using a linear
number of messages. In [31], it was shown that a constant amount
of advice enables the nodes to carry out the distributed construc-
tion of a minimum spanning tree in logarithmic time. In [26], the
advice paradigm was used for online problems. In [28], the au-
thors established lower bounds on the size of advice needed to
beat time Θ(log∗ n) for 3-coloring a cycle and to achieve time
Θ(log∗ n) for 3-coloring unoriented trees. In the case of [44], the is-
sue was not efficiency but feasibility: it was shown that Θ(n log n)
is the minimum size of advice required to performmonotone con-
nected graph clearing. In [36], the authors studied radio networks
for which it is possible to perform centralized broadcasting with
advice in constant time. They proved that O(n) bits of advice allow
to obtain constant time in such networks, while o(n) bits are not
enough. In [33], the authors studied the problemof topology recog-
nition with advice given to nodes. In [21], the authors considered
the task of drawing an isomorphic map by an agent in a graph, and
their goal was to determine the minimum amount of advice that
has to be given to the agent for the task to be feasible.

Among the papers using the paradigm of advice, [16,30,43] are
closest to the present work. Both [16,30] concerned the task of
graph exploration by an agent. In [16], the authors investigated the
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