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The dualization in arbitrary posets is a well-studied problem in combinatorial enumeration 
and is a crucial step in many applications in logics, databases, artificial intelligence and 
pattern mining.
The objective of this paper is to study reductions of the dualization problem on arbitrary 
posets to the dualization problem on boolean lattices, for which output quasi-polynomial 
time algorithms exist. Quasi-polynomial time algorithms are algorithms which run in 
no(logn) where n is the size of the input and output. We introduce convex embedding
and poset reflection as key notions to characterize such reductions. As a consequence, we 
identify posets, which are not boolean lattices, for which the dualization problem remains 
in quasi-polynomial time and propose a classification of posets with respect to dualization.
From these results, we study how they can be applied to maximal pattern mining 
problems. We deduce a new classification of pattern mining problems and we point out 
how known problems involving sequences and conjunctive queries patterns, fit into this 
classification. Finally, we explain how to adapt the seminal Dualize & Advance algorithm 
to deal with such patterns.
As far as we know, this is the first contribution to explicit non-trivial reductions for 
studying the hardness of maximal pattern mining problems and to extend the Dualize 
& Advance algorithm for complex patterns.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

The dualization in arbitrary finite1 partially ordered sets (poset for short) is well-studied in combinatorial enumeration 
such as minimal transversals of a hypergraph, the blocker of a clutter, minimal dominating sets and maximal cliques of a 
graph. The dualization problem is the following: Given a compact representation of a poset P and an antichain B+ of P , 
find another antichain B− of P such that the union of the ideal induced by B+ and the filter induced by B− is exactly P .2

The dualization problem has been popularized largely through the work on artificial intelligence and pattern mining [9,12,
21,10,18,19], where P is a boolean lattice and B+ is given by a monotonically decreasing predicate. This link has been done 
through the well known Dualize & Advance algorithm [21,15,3,4,23,22]. Many authors have investigated the existence of an 
output-polynomial time algorithm for listing without duplications the antichain B− . An output-polynomial algorithm is an 
algorithm whose running time is bounded by a polynomial depending on the sum of the sizes of the input and output. The 
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1 It also works for infinite partially ordered sets that are well ordered, i.e. all antichains are finite.
2 B+ and B− are dual sets, also known as blocker and anti-blocker or positive and negative borders.
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Fig. 1. Reduction from DualizeOnPoset to DualizeOnSet.

existence of an output-polynomial algorithm for the enumeration of minimal transversals of a hypergraph is a widely open 
question and is closely related to many data mining problems [11].

In this paper, we are interested in characterizing posets for which the dualization is equivalent to the enumeration of 
minimal transversals of a hypergraph. The strategy is based on reductions of the dualization problem on arbitrary posets to 
the dualization problem on boolean lattices. On posets, the dualization problem can be stated as follows:

DualizeOnPoset
Input: A representation of a poset (P , ≤), B+ an antichain of P .
Output: B− such that (B+, B−) are dual sets.

On boolean lattices, it is stated as follows:

DualizeOnSet
Input: A finite set E , B+ an antichain of P(E) (the powerset of E).
Output: B− such that (B+, B−) are dual sets in P(E).

The complexity of DualizeOnSet is known to be quasi-polynomial time while the complexity of DualizeOnPoset is still 
open in most posets (for example, lattice) [11]. In this setting, we are interested in studying the reduction from DualizeOn-
Poset to DualizeOnSet, i.e. under which conditions DualizeOnSet is polynomially equivalent to DualizeOnPoset. Notice that 
reductions for the hardness of enumeration problems are not well established as for decision problems. In this paper, we 
consider only polynomial time reductions, inspired from classic polynomial reductions of decision problems (cf. Fig. 1).

Contribution on dualization We introduce convex embedding and poset reflection as key notions to characterize such reduc-
tions. As a consequence, we identify posets, which are not boolean lattices, for which the dualization problem remains 
quasi-polynomial time (cf. Fig. 1) and propose a classification of posets with respect to dualization.

From these results, we study how they can be applied to maximal (or more specific) pattern mining problems. Mining 
interesting patterns in databases has been extensively studied in the data mining community over the last twenty years, 
from association rules and frequent itemset mining to frequent graph mining or functional dependency inference to mention 
a few. For studying their complexity, the underlying dualization problem has been identified as the main bottleneck in [21,
15,23]. Roughly speaking, for a partial order (P , ≤) (representing patterns) and some monotonically decreasing predicate Q
over P , the dualization consists in identifying all maximal elements of P verifying Q from all minimal elements of P not 
verifying Q , and vice versa.

The seminal work of Mannila and Toivonen [21] proposes a general framework, especially they classify pattern mining 
problems that are (isomorphically) equivalent to frequent itemset mining (FIM). Nevertheless, the isomorphism requirement 
is too restrictive for many “complex” patterns such as sequences, episodes or graphs to mention a few. The ambition of 
this paper is to take into account such complex patterns and to propose a new framework for studying their complexity. 
From a practical point of view, the idea is to be able to re-use as much as possible the myriad of techniques and algorithms 
developed for FIM to such complex patterns.

Contribution on maximal pattern mining From the contributions on dualization, we deduce a new classification of pattern 
mining problems. We point out how known problems involving sequences and conjunctive queries patterns, fit into this 
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