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The paper investigates efficient distributed computation in dynamic networks in which 
the network topology changes (arbitrarily) from round to round. Random walks are a 
fundamental primitive in a wide variety of network applications; the local and lightweight 
nature of random walks is especially useful for providing uniform and efficient solutions 
to distributed control of dynamic networks. Given their applicability in dynamic networks, 
we focus on developing fast distributed algorithms for performing random walks in such 
networks.
Our first contribution is a rigorous framework for the design and analysis of distributed 
random walk algorithms in dynamic networks. We then develop a fast distributed random-
walk based algorithm that runs in Õ (

√
τ�) rounds2 (with high probability), where τ is the 

dynamic mixing time and � is the dynamic diameter of the network, respectively, and returns 
a sample close to a suitably defined stationary distribution of the dynamic network.
Our next contribution is a fast distributed algorithm for the fundamental problem of 
information dissemination (also called as gossip) in a dynamic network. In gossip, or more 
generally, k-gossip, there are k pieces of information (or tokens) that are initially present 
in some nodes and the problem is to disseminate the k tokens to all nodes. We present 
a random-walk based algorithm that runs in Õ (min{n1/3k2/3(τ�)1/3, k�}) rounds (with 
high probability). This is the first o(k�)-time fully-distributed token forwarding algorithm 
(on certain graph families) that improves over the previous-best O (k�) round distributed 
algorithm (Kuhn et al. [24]), although in an oblivious adversary model.
The random walk framework developed in this paper has also subsequently proved useful 
in developing efficient storage and search algorithms as well as developing fast byzantine 
agreement algorithms in dynamic networks.

© 2015 Elsevier B.V. All rights reserved.

✩ A preliminary version of the paper appeared in the proceedings of 26th International Symposium on Distributed Computing (DISC), volume 7611 of 
LNCS, Springer, pp. 136–150, 2012 [16].
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2 Õ hides polylog n factors where n is the number of nodes in the network.
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1. Introduction

Random walks play a central role in computer science spanning a wide range of areas in both theory and practice. Ran-
dom walks are used as an integral subroutine in a wide variety of network applications ranging from token management 
and load balancing to search, routing, information propagation and gathering, network topology construction and building 
random spanning trees (e.g., see [18] and the references therein). They are particularly useful in providing uniform and effi-
cient solutions to distributed control of dynamic networks [11,36]. Random walks are local and lightweight and require little 
index or state maintenance which makes them especially attractive to self-organizing dynamic networks such as peer-to-
peer, overlay, and ad hoc wireless networks. In fact, in highly dynamic networks, where the topology can change arbitrarily 
from round to round (as assumed in this paper), extensive distributed algorithmic techniques that have been developed for 
the last few decades for static networks (see e.g., [27,34,35]) are not readily applicable. On the other hand, we would like 
distributed algorithms to work correctly and terminate even in networks that keep changing continuously over time (not 
assuming any eventual stabilization). Random walks being so simple and very local (each subsequent step in the walk de-
pends only on the neighbors of the current node and does not depend on the topological changes taking place elsewhere in 
the network) can serve as a powerful tool to design distributed algorithms for such highly dynamic networks. However, it is 
challenging to show that one can indeed use random walks to solve non-trivial distributed computation problems efficiently 
in such networks, with provable guarantees. Our paper is a step in this direction.

A key purpose of random walks in many of the network applications is to perform node sampling. While the sampling 
requirements in different applications vary, whenever a true sample is required from a random walk of certain steps, typi-
cally all applications perform the walk naively — by simply passing a token from one node to its neighbor: thus to perform 
a random walk of length � takes time linear in �. In prior work [18], the problem of performing random walks in time that 
is significantly faster, i.e., sublinear in �, was studied. In [18], a fast distributed random walk algorithm was presented that 
ran in time sublinear in �, i.e., in Õ (

√
�D) rounds (where D is the network diameter). This algorithm used only small sized 

messages (i.e., it assumed the standard CONGEST model of distributed computing [34]). However, a main drawback of this 
result is that it applied only to static networks. A major problem left open in [18] is whether a similar approach can be 
used to speed up random walks in dynamic networks.

The goals of this paper are twofold: (1) giving fast distributed algorithms for performing random walk sampling effi-
ciently in dynamic networks, and (2) applying random walks as a key subroutine to solve non-trivial distributed computation 
problems in dynamic networks. Towards the first goal, we first present a rigorous framework for studying random walks 
in a dynamic network (cf. Section 2). (This is necessary, since it is not immediately obvious what the output of random 
walk sampling in a changing network means.) The main purpose of our random walk algorithm is to output a random 
sample close to the “stationary distribution” (defined formally only in the case of regular dynamic network in Section 2) 
of the underlying dynamic network. Our random walk algorithms work under an oblivious adversary that fully controls 
the dynamic network topology, but does not know the random choices made by the algorithms (cf. Section 3 for precise 
problem statements and results). We present a fast distributed random walk algorithm that runs in Õ (

√
τ�) with high 

probability (w.h.p.),3 where τ is (an upper bound on) the dynamic mixing time and � is the dynamic diameter of the net-
work respectively (cf. Section 6). Our algorithm uses small-sized messages only and returns a node sample that is “close” to 
the stationary distribution of the dynamic network (assuming the stationary distribution remains fixed even as the network 
changes). (The precise definitions of these terms are deferred to Section 2.) We further extend our algorithm to efficiently 
perform and return κ independent random walk samples in Õ (min{√κτ�, κ + τ }) rounds (cf. Section 7). This is directly 
useful in the application considered in this paper.

Towards the second goal, we present a key application of our fast random walk sampling algorithm (cf. Section 8). 
We present a fast distributed algorithm for the fundamental problem of information dissemination (also called as gossip) 
in a dynamic network. In gossip, or more generally, k-gossip, there are k pieces of information (or tokens) that are ini-
tially present in some nodes and the problem is to disseminate the k tokens to all nodes. In an n-node network, solving 
n-gossip allows nodes to distributively compute any computable function of their initial inputs using messages of size 
O (log n + d), where d is the size of the input to the single node [24]. We present a random-walk based algorithm that 
runs in Õ (min{n1/3k2/3(τ�)1/3, k�}) rounds with high probability. On certain graph families, this gives the first o(k�)-time 
fully-distributed token forwarding algorithm that improves over the previous-best O (k�) round distributed algorithm [24],4

albeit under an oblivious adversarial model. A lower bound of �(nk/ log n) under the adaptive adversarial model of [24], 
was recently shown in [21]; hence one cannot do substantially better than the O (nk) algorithm in general under an adaptive 
adversary.

The random walk framework developed in this paper has also subsequently proved useful in design and analysis of 
efficient distributed algorithms in dynamic networks for other problems as well (cf. Section 4.1): (1) developing efficient 
storage and search algorithms in dynamic networks [2] and (2) developing fast byzantine agreement algorithms in dynamic 
networks [3].

3 With high probability means with probability at least 1 − 1/n�(1) , where n is the number of nodes in the network.
4 This bound in Kuhn et al. [24] paper is given in terms of O (kn), since the dynamic diameter � can be at most n (cf. Section 2.2).
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