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#### Abstract

Let $\mathcal{S}$ be a set of $n$ points in $d$ dimensions such that each point is assigned a color. Given a query range $\mathcal{Q}=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \times \ldots \times\left[a_{d}, b_{d}\right]$, the geometric range mode query problem asks to report the most frequent color (i.e., a mode) of the multiset of colors corresponding to points in $\mathcal{S} \cap \mathcal{Q}$. When $d=1$, Chan et al. (2012) [1] gave a data structure that requires $O\left(n+(n / \Delta)^{2} / w\right)$ words and supports range mode queries in $O(\Delta)$ time for any $\Delta \geq 1$, where $w=\Omega(\log n)$ is the word size. Chan et al. also proposed a data structures for higher dimensions (i.e., $d \geq 2$ ) with $O\left(s_{n}+(n / \Delta)^{2 d}\right.$ ) words and $O\left(\Delta \cdot t_{n}\right)$ query time, where $s_{n}$ and $t_{n}$ denote the space and query time of a data structure that supports orthogonal range counting queries on the set $\mathcal{S}$. In this paper we show that the space can be improved without any increase to the query time, by presenting an $O\left(s_{n}+(n / \Delta)^{2 d} / w\right)$-word data structure that supports orthogonal range mode queries on a set of $n$ points in $d$ dimensions in $O\left(\Delta \cdot t_{n}\right)$ time, for any $\Delta \geq 1$. When $d=1$, these space and query time costs match those achieved by the current best known one-dimensional data structure.
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## 1. Introduction

Range query problems have proven to be of fundamental importance in computational geometry, both as tools employed to provide efficient solutions to various geometric problems, and also in the study of their optimality with respect to space and query time. In this paper we investigate the range mode query problem in a multi-dimensional setting:

Definition 1 (Range mode query). Given $\mathcal{S}$, a set of $n$ points in $d$ dimensions, such that each point is assigned a color, a range mode query $\mathcal{Q}=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \times \ldots \times\left[a_{d}, b_{d}\right]$ asks for the most frequent color in $\mathcal{S} \cap \mathcal{Q}$.

Although the one-dimensional range mode query problem has received significant attention [3-7], only limited attention has been paid to the multi-dimensional problem. The first solution for the multi-dimensional case was proposed recently by Chan et al. [3]. They gave a data structure that requires $O\left(s_{n}+(n / \Delta)^{2 d}\right)$ words and supports $d$-dimensional range mode queries in $O\left(\Delta \cdot t_{n}\right)$ time for any $\Delta \geq 1$, where $s_{n}$ is the space of an orthogonal range counting data structure in $d$ dimensions with query time $t_{n}$. The model of computation is the standard Word RAM model with word size $w=\Omega(\log n)$.

[^0]Also $d$ is assumed to be constant. In this paper we show that the space of the range mode query data structure can be improved to $O\left(s_{n}+(n / \Delta)^{2 d} / w\right)$ words while maintaining the same query time. That is, our data structure achieves the same asymptotic space and query time costs as those of the current best known range mode query data structure for one-dimensional data [1].

### 1.1. Related work

The first range mode data structure (on arrays) was proposed by Krizanc et al. [4], requiring $O$ ( $n$ ) words for $O(\sqrt{n} \log \log n)$ query time. They also described data structures that provide constant query time using $O\left(n^{2} \log \log n / \log n\right)$ words, and $O\left(n^{\epsilon} \log n\right)$ query time using $O\left(n^{2-2 \epsilon}\right)$ words. Petersen and Grabowski [5] improved the first bound to constant time and $O\left(n^{2} \log \log n / \log ^{2} n\right)$ words. Peterson [6] later improved the second bound to $O\left(n^{\epsilon}\right)$ time queries using $O\left(n^{2-2 \epsilon}\right)$ words for any $\epsilon \in\left(0,1 / 2\right.$ ]. Chan et al. [3] further improved the last bound to $O\left(n^{\epsilon}\right)$ time queries using $O\left(n^{2-2 \epsilon} / \log n\right)$ words. Using reductions from boolean matrix multiplication, they showed show that query times significantly lower than $\sqrt{n}$ are unlikely for this problem with linear space [3]. Finally, Greve et al. [7] proved a lower bound of $\Omega(\log n / \log (s \cdot w / n))$ time for any data structure that supports range mode query on arrays using $s$ memory cells of $w$ bits in the cell probe model.

Given any fixed $\alpha \in(0,1]$ and any range $\mathcal{Q}$, the objective of an approximate range mode query is to return an element whose frequency in $\mathcal{S} \cap \mathcal{Q}$ is at least $\alpha \cdot m$, where $m$ denotes the frequency of the mode of $\mathcal{S} \cap \mathcal{Q}$. Bose et al. [8] gave a data structure that requires $O(n /(1-\alpha))$ words and answers approximate range mode queries in $O\left(\log _{\log }^{1 / \alpha}(n)\right)$ time, as well as a data structure that answers queries in constant time when $\alpha \in\{1 / 2,1 / 3,1 / 4\}$, using $O(n \log n), O(n \log \log n)$, and $O(n)$ words respectively. Greve et al. [7] improved previous results by giving a data structure that supports range mode queries in $O(1)$ time using $O(n)$ words when $\alpha=1 / 3$, and $O(\log (\alpha /(1-\alpha)))$ time using $O(n \alpha /(1-\alpha))$ words when $\alpha \in[1 / 2,1)$.

Another related question is the problem of finding a least frequent element (with frequency at least one) in a one dimensional range. Chan et al. [9] gave the first solution with linear space and $O(\sqrt{n})$ query time. Later, Durocher et al. [10] improved the query time to $O(\sqrt{n / w})$. Our improved data structure for range mode query is based on the encoding ideas from [10]. See the recent survey by Skala [11] for further reading.

## 2. Framework

A point $p \in \mathcal{S}$ is represented by a $(d+1)$-tuple $\left(p_{1}, p_{2}, \ldots, p_{d}, p_{c}\right)$, where for each $i, p_{i}$ denotes $p$ 's coordinate in dimension $i$, and $p_{c}$ is the color associated with $p$. When $d$ is constant, we can map the input set $\mathcal{S}$ to rank space using standard techniques, ${ }^{1}$ requiring $O(n)$ words of additional space and an $O(\log n)$ additive increase to query time to map any point in rank space back to its original value. Throughout the paper we assume that points are in rank space. That is for any point $p \in \mathcal{S}$ and any $i \in\{1, \ldots, d\}, p_{i} \in\{0, \ldots, n-1\}$. Moreover if $p \neq q$, then $p_{i} \neq q_{i}$. This ensures the following:

Lemma 1. The number of points of $\mathcal{S}$ in a rectangle $\mathcal{Q}=\left[\alpha_{1}, \beta_{1}\right] \times\left[\alpha_{2}, \beta_{2}\right] \times \ldots \times\left[\alpha_{d}, \beta_{d}\right]$ is at most the minimum element in $\left\{\beta_{i}-\alpha_{i}+1 \mid 1 \leq i \leq d\right\}$.

Definition 2. Let $\Delta \geq 1$ be an integer. A $\Delta$-box is a region $R=\left[\alpha_{1}, \beta_{1}\right] \times\left[\alpha_{2}, \beta_{2}\right] \times \ldots \times\left[\alpha_{d}, \beta_{d}\right]$, where for all $i$, $\alpha_{i}=k_{i} \Delta$ and $\beta_{i}=k_{i}^{\prime} \Delta$ for any integers $k_{i}$ and $k_{i}^{\prime}$.

There are $\Theta\left((n / \Delta)^{2 d}\right)$ distinct $\Delta$-boxes in our rank space grid, which includes empty boxes, i.e., boxes with $\alpha_{i}=\beta_{i}$ for some $i \in[1, d]$. Each $\Delta$-box $R=\left[\alpha_{1}, \beta_{1}\right] \times\left[\alpha_{2}, \beta_{2}\right] \times \ldots \times\left[\alpha_{d}, \beta_{d}\right]$ can be identified using a unique index, given by:

$$
\operatorname{rank}(R, \Delta)=\sum_{i=1}^{d}\left(\alpha_{i} / \Delta\right) \cdot \phi^{2 i-2}+\left(\beta_{i} / \Delta\right) \cdot \phi^{2 i-1}
$$

where $\phi=\lfloor n / \Delta\rfloor+1$. Notice that $\operatorname{rank}(R, \Delta)$ can be computed in $O(d)$ time (i.e., constant time when $d$ is a constant) given any $R$ and $\Delta$.

## 3. Data structure of Chan et al.

In this section we describe the data structure presented by Chan et al. [3]. The data structure relies on the following observation [4]: a mode of $\mathcal{Q}_{1} \cup Q_{2}$ is either a mode of $\mathcal{Q}_{1}$ or an element in $\mathcal{Q}_{2}$. Throughout Sections 3 and 4 we assume that $d$ is a constant.

[^1]
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[^1]:    ${ }^{1}$ For $k=1,2, \ldots, d$, let $E_{k}[0, n-1]$ be an array of length $n$ sorted in ascending order such that the entries in $E_{k}$ represent the $k$ th coordinates of the points in $\mathcal{S}$. A point $p \in \mathcal{S}$ maps to the point $p^{\prime}\left(z_{1}, z_{2}, \ldots, z_{d}, p_{c}\right)$ in rank space, where $E_{k}\left[z_{k}\right]$ is equal to the $k$ th coordinate of $p$. The total space for maintaining these arrays is $d \cdot n$ words.

    A query $\mathcal{Q}=\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \times \ldots \times\left[a_{d}, b_{d}\right]$ on $\mathcal{S}$ maps to an equivalent query $\mathcal{Q}^{*}=\left[a_{1}^{*}, b_{1}^{*}\right] \times\left[a_{2}^{*}, b_{2}^{*}\right] \times \ldots \times\left[a_{d}^{*}, b_{d}^{*}\right]$ in rank space, where $E_{k}\left[a_{k}^{*}-1\right]<$ $a_{k} \leq E_{k}\left[a_{k}^{*}\right]$ and $E_{k}\left[b_{k}^{*}\right] \leq b_{k}<E_{k}\left[b_{k}^{*}+1\right]$. We can obtain $\mathcal{Q}^{*}$ from $\mathcal{Q}$ in $O(d \log n)$ time by applying $2 d$ binary search operations.

