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HIGHLIGHTS

e We propose a method for reducing an LTs model w.r.t. a p-calculus formula.

e The maximal set of actions is hidden without changing the formula meaning.

e We define a new p-calculus fragment adequate with ds-branching bisimilarity.

e We apply maximal hiding and ds-bb reduction before checking formulas of this fragment.
e This yields important performance gains (speed and memory) for model checking.
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When analyzing the behavior of finite-state concurrent systems by model checking, one
way of fighting state space explosion is to reduce the model as much as possible whilst
preserving the properties under verification. We consider the framework of action-based
systems, whose behaviors can be represented by labeled transition systems (LTss), and
whose temporal properties of interest can be formulated in modal j-calculus (Ly,). First,
we determine, for any L, formula, the maximal set of actions that can be hidden in the
Lts without changing the interpretation of the formula. Then, we define L‘fjbr, a fragment
of L, which is adequate w.r.t. divergence-sensitive branching bisimilarity. This enables
us to apply the maximal hiding and to reduce the LTs on-the-fly using divergence-
sensitive t-confluence during the verification of any Lffbr formula. The experiments that
we performed on various examples of communication protocols and distributed systems
show that this reduction approach can significantly improve the performance of on-the-fly
verification.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Model checking [2] is a technique to systematically verify whether a system specification meets a given temporal prop-
erty. Although successfully applied in many cases, its usefulness in practice is still hampered by the state space explosion
phenomenon, which may entail high memory and Cpu requirements in order to carry out the verification.

* This article is an extended version of the conference article [1].
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One way to improve the performance of model checking is to check the property at a higher level of abstraction; by
abstracting parts of the system behavior away from the specification, its corresponding state space will be smaller, thereby
easier to check. This can either be done globally, i.e., before verifying the property, or on-the-fly, i.e., during verification.
However, one needs to be careful not to abstract away any details crucial for the outcome of the check, i.e., relevant for the
property. This is known as action abstraction in action-based formalisms, where state spaces are represented by Labeled Tran-
sition Systems (LTss), specifications are written using some flavor of process algebra [3], and temporal properties are described
using an action-based temporal logic, such as the modal p-calculus (L, ) [4,5]. Abstracted behavior is then represented by
some predefined action, denoted 7 in process algebras. In the past, the main focus in this area has been on devising
L,, fragments adequate w.r.t. specific relations, such as ActL\X [6], which is adequate w.r.t. divergence-sensitive branching
bisimilarity [7,8],! or weak Ly, [5], which is adequate w.r.t. weak bisimilarity [9]. For such fragments, the minimization of an
Lts modulo the specific relation preserves the truth value of all formulas written in the adequate L,, fragment. Other works
focused on devising reductions targeted to specific formulas, such as those written in the selective L, [10]. For each selective
L,, formula, it is possible to hide all actions not occurring in the formula, and subsequently minimize the Lts modulo 7*.a
bisimilarity [11] before verifying the formula.

In this article, we propose two enhancements with respect to existing work. Firstly, starting from an arbitrary L, formula,
we determine automatically the maximal set of actions which can be hidden in an Lts without affecting the truth value
of the formula on the Lts. This yields the maximum potential for reduction, and therefore for improving the performance
of model checking. After hiding, the LTs can be minimized, e.g., modulo strong bisimilarity without disturbing the outcome
of the verification of the formula. This method is not intrusive, in the sense that it does not force the specifier to write
formulas in a certain way (as it is the case, e.g,, for the selective L;,).

Secondly, to achieve further reduction of the Lts, we study the relationship between L, formulas and weak equivalence
relations, which take into account the presence of transitions labeled by the invisible action t. More precisely, we consider
divergence-sensitive branching bisimilarity (%gi). a weak equivalence relation that preserves the branching structure and
the divergences (cycles of invisible transitions) of Ltss, and still can yield substantial reductions in practice. We identify a
fragment of L, called ijbr, and prove its adequacy with %gi meaning that two Ltss are equivalent modulo this relation if

and only if they satisfy the same set of L% formulas (in our previous work [1], only the compatibility of L% with ~5
was shown, i.e., the fact that a ijbr formula has the same truth value on two LTss equivalent modulo %gi). This enables us

to reduce an Lts modulo %gﬁ after applying maximal hiding and before checking a ijbr formula, and thus to improve the
performance of the overall verification process.

Finally, we show that L‘}f’" is equally expressive to u-AcTL\X [12], the extension of AcTL\X with fixed point operators,
and it subsumes the weak L, as well as (a relevant fragment of) the selective L,. Compared to these p-calculi, which
require that action formulas contain only names of visible actions, our Lffbr fragment also accepts the presence of the t
action, therefore providing additional flexibility in the specification of properties. Moreover, our adequacy result of ijbr

W.LL. %gﬁ also provides a proof of the adequacy of w-AcTL\X w.r.t. %dﬁ, which completes the previously known adequacy of
this logic w.r.t. strong bisimulation [13,14].

We illustrate the reduction approach for L%t within the CADP? verification toolbox [15]. The model checking of a L‘}fbr
formula can be optimized generally in two ways: globally, by generating the Lts, then hiding the maximal set of actions
according to the formula, and minimizing the LTs modulo strong or divergence-sensitive branching bisimilarity before
checking the formula; and locally (or on-the-fly), by applying maximal hiding and reduction modulo divergence-sensitive
t-confluence simultaneously with the verification. The experiments we carried out on several examples of protocols and dis-
tributed systems, including a recent industrial case-study, show that these optimizations can yield significant performance
improvements.

The rest of the article is organized as follows. Section 2 defines the formalisms and equivalence relations considered.
Section 3 studies the maximal hiding of actions in an Lts w.r.t. a given L, formula. Section 4 introduces the ijbr fragment,
shows its adequacy with divergence-sensitive branching bisimilarity, and compares its expressiveness with other logics. Sec-
tion 5 illustrates experimentally the model checking optimizations obtained by applying maximal hiding and reductions for
Lffbr formulas. Section 6 gives concluding remarks and directions for future work. The proofs of all lemmas and propositions
are given in Appendix A.

2. Background

Labeled transition system. We consider as interpretation model the classical Lts, which underlies process algebras and related
action-based description languages. An LTs is a tuple (S, A, T,so), where S is the set of states, A is the set of actions
(including the invisible action ), T € S x A x S is the transition relation, and sp € S is the initial state. The visible actions

! In fact, a distinction can be made between divergence-sensitive branching bisimilarity [6] and branching bisimilarity with explicit divergence [7,8]. Contrary
to the former, the latter distinguishes deadlocks and livelocks, and the latter is the coarsest congruence contained in the former. In this paper, we use the
latter, but refer to it with the (more classical) name of the former.

2 See http://cadp.inria.fr.
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