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Available online 20 February 2014 correctness and the runtime performance of the final implementation. We propose a novel

approach for distributed implementation of multiparty interactions subject to scheduling
constraints expressed by priorities. We rely on a new composition operator named

ﬁirvﬁ(;ﬁst'y interaction Restriction, whose semantics dynamically restricts the set of interactions allowed for
Priority execution, depending on the current state. We show that this operator provides a natural
Observation encoding for priorities. We provide a knowledge-based optimization that modifies the
Conflict resolution Restriction operator to avoid superfluous communication in the final implementation. We
Distributed systems complete our framework through an enhanced conflict resolution protocol that natively

implements Restriction. A prototype implementation allows us to compare performances
of different optimizations.
© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Correct design and implementation of computing systems has been an active research topic over the past three decades.
This problem is significantly more challenging in the context of distributed systems due to a number of factors such as
non-determinism, asynchronous communication, race conditions, fault occurrences, etc. Model-based development of such
applications aims to ensure correctness through the usage of explicit model transformations from high-level models to code.

In this paper, we focus on distributed implementation for models defined using the BIP framework [6]. BIP (Behavior,
Interaction, Priority) is based on a semantic model encompassing composition of heterogeneous components. The behavior of
components is described as an automaton extended by data and associated functions written in C. BIP uses an expressive set
of composition operators for obtaining composite components from a set of components. The operators are parameterized
by a set of multiparty interactions between the composed components and by priorities, used to specify different scheduling
mechanisms between interactions.'
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1 Although our focus is on BIP, all results in this paper can be applied to any model that is specified in terms of a set of components synchronized by

interactions with priorities.
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A multiparty interaction is a high-level construct that expresses a strong synchronization between a fixed set of compo-
nents. Such an interaction takes place only if all its participant components agree to execute it. If two multiparty interactions
involve a common component, they are conflicting because the common component cannot participate in both interactions.
Transforming a BIP model into a distributed implementation consists in addressing three fundamental issues:

1. Enabling concurrency. Components and interactions should be able to run concurrently while respecting the semantics
of the high-level model.

2. Conflict resolution. Interactions that share a common component can potentially conflict with each other. Such interac-
tions should be executed in mutual exclusion.

3. Enforcing priorities. When two interactions are simultaneously enabled, only the one with higher priority can be chosen
for execution. Priorities can be applied indifferently between conflicting or non-conflicting interactions.

We developed a general method based on source-to-source transformations of BIP models with multiparty interactions
leading to distributed models that can be directly implemented [16,17]. This method has been later extended to handle
priorities [18] and optimized by exploiting knowledge [12]. The target model consists of components representing pro-
cesses and Send/Receive interactions representing asynchronous message passing. Correct coordination is achieved through
additional components implementing conflict resolution and enforcing priorities between interactions.

In particular, the conflict resolution issue has been addressed by incorporating solutions to the committee coordination
problem [20] for implementing multiparty interactions. Intuitively, this problem consists in scheduling several meetings,
every one involving a set of professors. A meeting requires the whole attendance. A professor cannot participate in more
than one meeting at a time. Bagrodia [3] proposes solutions to this problem with different degrees of parallelism. The most
distributed solution is based on the drinking philosophers problem [19], and has inspired the later approaches of Pérez
et al. [41] and Parrow and Sjédin [39]. In the context of BIP, a transformation addressing all the three challenges through
employing a centralized scheduler is proposed in [5]. Moreover, in [16], the transformation is extended to address both the
concurrency issue by breaking the atomicity of interactions and the conflict resolution issue by embedding a solution to the
committee coordination problem in a distributed fashion.

Distributed implementation of priorities is usually considered as a separate issue, and solved using completely different
approaches. However, such an implementation should simultaneously enforce the priority rules and the mutual exclusion of
conflicting interactions. In [18], priorities are eliminated by adding explicit scheduler components. This transformation leads
to potentially more complex models, having definitely more interactions and conflicts than the original one. In [7], situations
where priorities and multiparty interactions are intermixed, called confusion, are avoided by adding more priorities.

Enforcing priority rules is done when deciding execution of low priority interactions, by checking that no interaction with
more priority is ready to execute. This check requires a synchronous view of the components involved in higher priority
interactions. The distributed knowledge [22] of a component consists of all the information that it can infer about other
components state, based on its current state and the reachable states. In [15,8,4], the focus is on reducing the overhead
for implementing priorities by exploiting knowledge. Yet, these approaches make the implicit assumption that multiparty
interactions are executed atomically and do not consider conflict resolution.

In [13], we introduce a new composition operator called Restriction. This operator associates a state predicate to each
multiparty interaction. The semantics of Restriction allows executing an interaction only if the associated predicate eval-
uates to true in the current state. For instance, an interaction “start” representing a car starting at a crossing might be
restricted with the predicate “the traffic light is green”. Note that the predicate possibly depends on components that do
not participate in the interaction. In our example, the traffic light component is not necessarily a participant in the “start”
interaction.

This paper is an extension of both [12] and [13], and combines the two approaches. This combination yields several
methods for obtaining a distributed implementation of multiparty interactions subject to priorities. These methods rely on
an appropriate intermediate model and transformations towards fully distributed models. Each transformation, depicted by
an arrow in Fig. 1, either refines the composition operator used to glue components of the model or optimizes the model.
The contribution is manyfold:

1. First, we introduce an alternative semantics for BIP that relies on the Restriction operator. We show that this operator
is general enough to encompass priorities through a simple transformation (Transformation 1 of Fig. 1). The Restriction
operator reveals two types of conflicts occurring between interactions, that can be handled using different conflict
resolution mechanisms (see below).

2. Second, we show that the knowledge-based optimization originally presented in [12] can be extended to handle the
Restriction and reduce the overall coordination of the model. This optimization (Transformation 2 of Fig. 1) modifies
only the predicates used by the Restriction operator.

3. Third, a model with Restriction can be used as an intermediate step in the transformations leading to a distributed
implementation. We show that observation conflicts, that usually follow from encoding of priorities, can be dealt more
efficiently than structural conflicts, where two multiparty interactions involve a common component. In particular, we
compare two approaches for generating a distributed implementation. The first consists in encoding Restriction with
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