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a database, cannot be solved in output polynomial time in the general case. If, however,
the transaction graphs are restricted to forests then the problem becomes tractable. In
this paper we generalize the positive result on forests to graphs of bounded tree-width. In
particular, we show that for this class of transaction graphs, frequent connected subgraphs
can be listed in incremental polynomial time. Since subgraph isomorphism remains NP-
complete for bounded tree-width graphs, the positive complexity result of this paper shows
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1. Introduction

During the last decade, graph mining developed into a separate field of knowledge discovery in databases, motivated by
various practical applications for example in bioinformatics, computational chemistry, and the WWW. A basic task in this
field is the frequent connected subgraph mining (FCSM) problem: Given a database of labeled graphs, called transaction graphs,
and some positive integer threshold t, list all connected graphs that are subgraph isomorphic to at least t transaction graphs.
Such frequent connected patterns have successfully been used, for example, in ligand-based virtual screening as features [9].

For arbitrary transaction graphs, the FCSM problem cannot be solved in output polynomial time (if P = NP) [13]. While
several heuristic methods have been developed for this general problem that proved to be effective on various graph
datasets, surprisingly there are only few theoretical results concerning the identification of tractable graph classes. To the
best of our knowledge, the only positive (non-trivial) result towards this direction is about forests; the FCSM problem can be
solved with polynomial delay, and hence, in incremental polynomial time for forest transaction graphs (see [8] for a survey
on tree mining). The exploration of the border between tractable and intractable graph classes is an important theoretical
challenge because it could provide useful insights into the problem which could then be exploited in the design of practical
algorithms.

In this paper we take a step towards this goal by generalizing the positive result on mining forests in incremental
polynomial time to graphs of bounded tree-width. Tree-width [18] is a measure of tree-likeness of graphs that proved to
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be a useful property in algorithmic graph theory; several NP-hard problems on graphs become tractable for the class of
bounded tree-width graphs. This class is also of practical importance, as it includes many graph classes (see, e.g., [4,6]) that
appear in practical applications. For example, the molecular graphs of the vast majority of pharmacological compounds have
tree-width at most 3.

We present a levelwise search algorithm listing frequent connected subgraphs in incremental polynomial time if the
tree-width of the transaction graphs is bounded by some constant. To avoid redundant pattern generation, we make use of
the fact that isomorphism between graphs of bounded tree-width can be decided efficiently [7]. To calculate the support
count of candidate patterns, we use a modification of the subgraph isomorphism algorithm developed for graphs of bounded
tree-width and k-log-bounded fragmentation [ 12], where the class of k-log-bounded fragmentation graphs properly contains
the class of bounded degree graphs. This algorithm is based on a fundamental generic algorithm designed for deciding
various morphisms between graphs of bounded tree-width and bounded degree [17]. In a nutshell, the main result of [17]
is that several graph morphisms, including subgraph isomorphism, can be decided efficiently by a dynamic programming
algorithm computing a certain set of polynomially many, polynomial time computable properties (tuples) used to decide
the underlying graph morphism if the tree-width and the degree of the graphs are both bounded by some constant.

Since we do not assume any bound on the degree, the number of such properties can be exponentially large. We can
show, however, that for a given candidate pattern H, it is sufficient to compute only a polynomially large subset of these
properties; the rest, maybe exponentially large set, can be derived from those of the frequent subgraphs listed before H. To
show this result, we utilise the levelwise generation of frequent patterns and the anti-monotonic property of frequency. In
this way, the delay can be exponential in the size of the input only after the enumeration of exponentially many frequent
patterns. This technique might be of some independent interest and useful to design efficient pattern mining algorithms
where straightforward dynamic programming would require exponential space.

We note that subgraph isomorphism remains NP-complete even for connected graphs of bounded tree-width (see, e.g.,
[17]). A significant consequence of the positive result of this paper is thus immediate to the study of mining frequent
patterns: Efficient frequent pattern mining is possible even for NP-hard pattern matching operators.

The rest of the paper is organised as follows. In Section 2 we first collect the necessary notions and fix the notations.
In Section 3 we present a generic levelwise search algorithm mining frequent connected subgraphs and analyse its
computational properties. In Section 4 we adapt this generic algorithm to graphs of bounded tree-width and show that
it lists frequent connected subgraphs in incremental polynomial time. Finally, in Section 5, we conclude and discuss an open
problem.

2. Preliminaries

In this section we first briefly review some basic concepts and fix the notations used in this paper. We start with some
standard definitions from graph theory.

Graphs. An undirected graph is a pair (V, E), where V is a finite set of verticesand E C {e C V : |e] = 2} is a set of edges. A
labeled undirected graph is a triple (V, E, 1), where (V, E) is an undirected graph and A : VUE — N s a function assigning a
label to every element of V U E. Unless otherwise stated, in this paper by graphs we always mean labeled undirected graphs
and denote the set of vertices, the set of edges, and the labeling function of a graph G by V(G), E(G), and Ag, respectively.

Let G and G’ be graphs. Then G’ is a subgraph of G, if V(G') € V(G), E(G') € E(G), and Ag(x) = Ag(x) for every
x € V(G') UE(GQ); itis an induced subgraph of G if it is a subgraph of G satisfying {u, v} € E(G') if and only if {u, v} € E(G)
for every u, v € V(G'). For a subset S C V(G), G[S] denotes the induced subgraph of G with vertex set S.

A path connecting the vertices vy, vy € V(G) ina graph Gis a sequence {vy, v3}, {v2, v3}, ..., {vk—1, Uk} € E(G) such that
the v;’s are pairwise distinct. A graph is connected if there is a path between any pair of its vertices. A connected component
of a graph G is a maximal subgraph of G that is connected. The set of all connected components of a graph G is denoted by
C(G).

Isomorphism and subgraph isomorphism. Let G; and G, be graphs. They are isomorphic if there is a bijection ¢ : V(Gy) —
V(G,) satisfying

(i) {u, v} € E(Gy) ifand only if {¢(u), ¢(v)} € E(G,) forevery u, v € V(Gy),
(i) Ag, (u) = Ag, (@(u)) for every u € V(Gy), and
(iii) Ag, ({u, v}) = Ag,({p(u), p(v)}) for every {u, v} € E(Gy).

For G; and G, we say that G; is subgraph isomorphic to G,, denoted G; < G, if G is isomorphic to a subgraph of G,.
Deciding whether a graph is subgraph isomorphic to another graph is NP-complete, as it generalizes the Hamiltonian path
problem [10].

Tree-width. The notion of tree-width was reintroduced in [18]. It proved to be a useful parameter of graphs in algorithmic
graph theory. A tree-decomposition of a graph G, denoted TD(G), is a pair (T, X), where T is a rooted unordered tree and
X = (X;)zev(m is a family of subsets of V (G) satisfying
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