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The Induced Disjoint Paths problem is to test whether an graph G on n vertices with k
distinct pairs of vertices (si, ti) contains paths P1, . . . , Pk such that Pi connects si and 
ti for i = 1, . . . , k, and Pi and P j have neither common vertices nor adjacent vertices 
(except perhaps their ends) for 1 ≤ i < j ≤ k. We present a linear-time algorithm that 
solves Induced Disjoint Paths and finds the corresponding paths (if they exist) on circular-
arc graphs. For interval graphs, we exhibit a linear-time algorithm for the generalization of
Induced Disjoint Paths where the pairs (si, ti) are not necessarily distinct. In both cases, if 
a representation of the graph is given, then the algorithms run in O (n + k) time.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

A classic algorithmic problem on a graph G with k distinct pairs of vertices (si, ti) is to find vertex-disjoint paths 
P1, . . . , Pk such that Pi connects si and ti for i = 1, . . .k. Known as the Disjoint Paths problem, it is NP-complete on 
general graphs [16], but can be solved in O (n3) time for any fixed integer k [25] (that is, it is fixed-parameter tractable). 
The Induced Disjoint Paths problem also takes as input a graph G with k distinct pairs of vertices (si, ti) and also asks 
whether there are paths P1, . . . , Pk such that Pi connects si and ti for i = 1, . . . , k, but with the extra condition that 
P1, . . . , Pk must be mutually induced, that is, no two paths Pi, P j have common or adjacent vertices (except perhaps their 
end-vertices). Notice that the Disjoint Paths problem can be reduced to Induced Disjoint Paths by subdividing every edge 
of the graph. The Induced Disjoint Paths problem is NP-complete even for instances with k = 2 [2,5], and thus in particular 
is not fixed-parameter tractable unless P=NP.

The hardness of both Disjoint Paths and Induced Disjoint Paths on general graphs inspired research on their complex-
ity on structured graph classes. On the negative side, Disjoint Paths remains NP-complete on line graphs [20] and split 
graphs [14], and Induced Disjoint Paths remains NP-complete on claw-free graphs [6] (in fact, even on line graphs). Both 
problems remain NP-complete on planar graphs [19,8]. In these cases, however, fixed-parameter algorithms are known [9,
14,17,24,25]. On the positive side, polynomial-time algorithms for Disjoint Paths exist on graphs of bounded treewidth [23]
and graphs of clique-width at most 2 [12], and for Induced Disjoint Paths on AT-free graphs [8] and chordal graphs [1].

We focus on the complexity of Induced Disjoint Paths on circular-arc graphs. A circular-arc graph is a graph that has 
a representation in which each vertex corresponds to an arc of a circle, and two vertices are adjacent if and only if their 
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corresponding arcs intersect. Circular-arc graphs generalize interval graphs, which have a representation in which each vertex 
corresponds to an interval of the line, and two vertices are adjacent if and only if their corresponding intervals intersect. The 
complexity of Disjoint Paths is known: it is NP-complete on interval graphs [22]. In contrast, for Induced Disjoint Paths, the 
authors of the present work recently showed a polynomial-time algorithm on circular-arc graphs [9] (for a weaker problem 
variant, such an algorithm is also implied by a general framework [7]). This work, as well as the polynomial-time algorithms 
on AT-free graphs [8] and chordal graphs [1], imply a polynomial-time algorithm on interval graphs. These algorithms do 
not settle the complexity of Induced Disjoint Paths on circular-arc graphs (and interval graphs) completely, as the question 
whether a linear-time algorithm exists is left open.

In this paper, we exhibit a linear-time algorithm for Induced Disjoint Paths on circular-arc graphs. This improves on 
the known algorithm for circular-arc graphs as well as the known algorithms for interval graphs. We also introduce a 
generalization of Induced Disjoint Paths called Requirement Induced Disjoint Paths, which is to find ri paths that connect 
si and ti for i = 1, . . . , k, such that all paths are mutually induced. We present a linear-time algorithm for Requirement 
Induced Disjoint Paths on interval graphs. In both cases, if a representation of the graph is given and the graph has n
vertices, then the algorithms run in O (n + k) time.

Our two new algorithms first preprocess the instance. Some of the preprocessing rules build on our earlier work on
Induced Disjoint Paths [8,9], but care is required to adapt them for Requirement Induced Disjoint Paths and to execute 
them in O (n + k) time on a graph on n vertices with k terminal pairs. Hence, most of our preprocessing rules are novel. 
After the preprocessing stage, the algorithms identify a set of candidate paths for each pair (si , ti). For each candidate path 
for a pair (si, ti), we add an arc with color i that corresponds to the path of an auxiliary graph H . Finally, we show that it 
suffices to find an independent set in H that contains ri arcs of each color. We show that the algorithms perform all stages 
in O (n + k) time.

2. Preliminaries

We only consider finite undirected graphs that have no loops and no multiple edges. We refer to the textbook of Dies-
tel [4] for any standard graph terminology not defined here. Let G = (V , E) be a graph. For a set S ⊆ V , the graph G[S]
denotes the subgraph of G induced by S , that is, the graph with vertex set S and edge set {uv ∈ E | u, v ∈ S}. We write 
G − S = G[V \ S]. The (open) neighborhood and closed neighborhood of a vertex u are denoted by NG(u) = {v | uv ∈ E} and 
NG [u] = NG(u) ∪ {u}, respectively. The open and closed neighborhoods of a set U ⊆ V are denoted by NG (U ) = {v ∈ V \ U |
uv ∈ E for some u ∈ U } and NG [U ] = U ∪ NG(U ), respectively. We denote the degree of a vertex u by degG(u) = |NG(u)|.

We denote an unordered pair of elements x, y by {x, y} (i.e. {x, y} = {y, x}).

Problem Definition Let P = v1 · · · vr be a path (we call such a path a v1 vr -path). The vertices v1 and vr are the ends or 
end-vertices of P , and the vertices v2, . . . , vr−1 are the inner vertices of P . We say that an edge vi v j , i + 1 < j, is an inner 
chord of P if vi or v j is an inner vertex of P . Distinct paths P1, . . . , P� in a graph G are mutually induced if:

(i) each Pi has no inner chords;
(ii) any distinct Pi, P j may only share vertices that are ends of both paths;

(iii) no inner vertex u of any Pi is adjacent to a vertex v of some P j for j �= i, except when v is an end-vertex of both Pi
and P j .

Notice that condition (i) may be assumed without loss of generality. This definition is more general than the definition in 
Section 1, as it allows the end-vertices of distinct paths to be the same or adjacent.

We are now able to formally state our decision problem (where a terminal is some specified vertex).

Requirement Induced Disjoint Paths

Instance: a graph G , k pairs of distinct terminals (s1, t1), . . . , (sk, tk) such 
that {si, ti} �= {s j, t j} for 0 ≤ i < j ≤ k, and k positive integers 
r1, . . . , rk .

Question: does G have � = r1 + . . .+rk mutually induced paths P1, . . . , P�

such that exactly ri of these paths join si and ti for 1 ≤ i ≤ k?

If r1 = . . . = rk = 1, then the problem is called Induced Disjoint Paths. The paths P1, . . . , P� are said to form a solution for 
a given instance, and we call every such path a solution path.

The problem definition allows a vertex v to be a terminal in two or more pairs (si, ti) and (s j, t j). For instance, v = si = s j
is possible. This corresponds to property (ii) of our definition of “being mutually induced”. In order to avoid any confusion, 
we will view si and s j as two different terminals “placed on” vertex v . Formally, we call v a terminal vertex that represents
a terminal si or ti if v = si or v = ti , respectively. We let T v denote the set of terminals represented by v . If T v = ∅, we call 
v a non-terminal vertex. We say that the two terminals si and ti of a terminal pair (si, ti) are partners of each other. If si is 
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