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The notion of penalty has been introduced into many combinatorial optimization models. 
In this paper, we consider the submodular vertex cover problems with linear and 
submodular penalties, which are two variants of the submodular vertex cover problem 
where not all the edges are required to be covered by a vertex cover, and the uncovered 
edges are penalized. The problem is to determine a vertex subset to cover some edges and 
penalize the uncovered edges such that the total cost including covering and penalty is 
minimized. To overcome the difficulty of implementing the primal-dual framework directly, 
we relax the two dual programs to slightly weaker versions. We then present two primal-
dual approximation algorithms with approximation ratios of 2 and 4, respectively.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

1.1. Review of vertex cover and submodular function

A general vertex cover problem involves an undirected graph G = (V , E) with vertex set V and edge set E . For each 
vertex i ∈ V , there is an associated nonnegative cost c(i). The central issue in the vertex cover problem is which a vertex 
subset should be selected as the vertex cover to cover all the edges. A vertex cover in G is a vertex subset S ⊆ V , if every 
edge in E is incident to at least a vertex in S . The problem is to determine a vertex cover such that the total covering 
cost is minimized. The vertex cover problem is a fundamental and widely investigated combinatorial optimization problem 
(cf. [17]). It is well-known that the vertex cover problem is N P -hard (cf. [23]), which cannot be solved efficiently unless 
P = N P .

A set function f (·) : 2V → R+ is submodular iff it satisfies f (X ∪ Y ) + f (X ∩ Y ) ≤ f (X) + f (Y ) ∀X, Y ⊆ V . It has the 
property of decreasing marginal return. Submodular functions occur in many mathematical models in operations research, 
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economics, engineering, computer science, and management science (cf. [9,11]). In combinatorial optimization, submod-
ular functions play a key role somewhat similar to that played by convex/concave functions in continuous optimization. 
They exhibit sufficient structures so that a mathematically beautiful and practically useful theory can be developed. Lovász 
[25] establishes a direct connection between submodularity and convexity: the submodularity of a set function can be 
characterized by the convexity of a continuous function obtained by extending the set function in an appropriate manner. 
Furthermore, there has been extensive work on submodular function optimization (cf. [10,11,13,19,26]).

Iwata and Nagano [20] extend the classical vertex cover problem to the submodular case, where, given a nonnegative 
submodular function C(·) : 2V → R+ , the objective of the submodular vertex cover problem (SVC) is to find a vertex subset 
S ⊆ V to cover all the edges that minimizes the submodular cost C(S). Based on this model, we introduce the notion of 
penalty, which has been considered earlier in the context of the Steiner tree, TSP, and facility location (see [6–8,14,24] and 
references therein). In this paper, we extend the SVC to the penalty counterparts, i.e. the submodular vertex cover problem 
with penalties (SVCWP). Not all the edges are required to be covered by a vertex cover, and the uncovered edges should be 
penalized. The problem is to determine a vertex subset to cover some edges and penalize the uncovered edges such that 
the total cost including covering and penalty is minimized. Since the penalty cost function may be linear or submodular, 
we consider two models, namely the submodular vertex cover problem with linear penalties (SVCLP) and the submodular 
vertex cover problem with submodular penalties (SVCSP).

1.2. Previous work

Since the vertex cover problem is NP-hard, numerous work has focused on developing approximation algorithm for 
this problem. Among the extant literatures, several techniques have been developed, such as LP-rounding and primal-dual 
methods. For instance, Hochbaum [16] presents an LP-rounding 2-approximation algorithm for this problem, and Bar-Yehuda 
and Even [2] propose a primal-dual 2-approximation algorithm. Moreover, depending on the number of the vertices or the 
maximum degree of the graph, there are some approximation algorithms that achieve 2 − o(1) ratio (cf. [3,15,21]). On the 
other hand, Knote and Segev [22] prove that the lower bound for approximation is 2 − ε for any ε > 0 under the unique 
game conjecture.

Generalizations and variants of the vertex cover problem have been studied (cf. [1,12]). Below we only review some 
results related to the SVCWP. Iwata and Nagano [20] introduce the submodular vertex cover problem and present a 
2-approximation algorithm using the convex programming rounding technique. Hochbaum [18] introduces the generalized 
vertex cover problem and presents a 2-approximation algorithm using the LP-rounding technique. This problem (a.k.a. the 
prize-collecting vertex cover problem [4]) is essentially the vertex cover problem with linear penalties in our terminology. 
Using the primal-dual technique, Bar-Yehuda and Rawitz [5] propose a 2-approximation algorithm. Taking the maximum 
degree d of the given graph into consideration, Bar-Yehuda et al. [4] give a local-ratio (2 − 2/d)-approximation algorithm.

1.3. Our work

• We firstly formulate the SVCWP (in particular the SVCLP and SVCSP) as linear integer programs. This class of prob-
lems generalizes the classic vertex cover problem, submodular vertex cover problem [20], and generalized vertex cover 
problem [18].

• In order to use the primal-dual technique to design approximation algorithms and control the dual ascending process 
in polynomial time, we relax the dual programs of the linear program relaxations for the SVCLP and SVCSP to slightly 
weaker versions.

• Implementing the primal-dual framework directly on the relaxed dual programs, we present two primal-dual approxi-
mation algorithms with 2 and 4 ratios for the SVCLP and SVCSP respectively.

1.4. Organization

The remainder of the paper is organized as follows. Sections 2 and 3 offer two primal-dual approximation algorithms 
with ratios of 2 and 4 for the SVCLP and SVCSP respectively. We finish the paper by drawing some conclusions and possible 
directions for future research in Section 4.

2. Primal-dual approximation algorithm for the SVCLP

2.1. Model formulation

Inputs and cost components

• G = (V , E): undirected graph with vertex set V and edge set E .
• C(·) : 2V → R+: nonnegative submodular function with C(∅) = 0.
• C(S): covering cost for each subset S ⊆ V .
• pe: penalty cost for each edge e ∈ E .
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