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We study the problem of determining an optimal bipartition {A, B} of a set X of n
points in R2, under the size constraints |A| = k and |B| = n − k, that minimizes the 
dispersion of points around their centroid in A and B , both in the cases of Euclidean and 
Manhattan norms. Under the Euclidean norm, we show that the problem can be solved 
in O (n 3

√
k log2 n) time by using known properties on k-sets and convex hulls; moreover, 

the solutions for all k = 1, 2, . . . , �n/2� can be computed in O (n2 log n) time. In the case 
of Manhattan norm, we present an algorithm working in O (n2 log n) time, which uses an 
extended version of red–black trees to maintain a bipartition of a planar point set. Also 
in this case we provide a full version of the algorithm yielding the solutions for all size 
constraints k. All these procedures work in O (n) space and rely on separation results of 
the clusters of optimal solutions.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The Clustering Problem we consider in this work consists in finding a partition of a set X of n points into m subsets 
(called clusters) that minimizes the total dispersion of points around the centroid in every subset. This is a fundamental 
problem in many research areas like data mining, image analysis, pattern recognition and bioinformatics [24]. Clustering is 
a classical method in unsupervised machine learning, frequently used in statistical data analysis [7,15].

The computational complexity of the problem depends on a variety of parameters: the dimension d of the point space 
(usually Rd), the distance or semi-distance used to measure the dispersion of points, the number m of clusters (which may 
be arbitrary, as part of the instance, or fixed in advance), the size of the clusters and possibly other constraints [3,27,28]. In 
most cases the problem is difficult. For instance, assuming the squared Euclidean semi-distance, when the dimension d is 
arbitrary the general Clustering Problem is NP-hard even if the number m of clusters is fixed to 2 [1,10]. The same occurs if 
m is arbitrary and the dimension is d = 2 [20]. The problem is solvable in polynomial time when fixing both m and d [16]. 
Moreover there exists a well-known, usually fast, heuristic for finding an approximate solution, called k-Means [19], which 
however requires exponential time in the worst case [25].

Thus, a natural goal is the analysis of the problem under input hypotheses that allow us to design polynomial time 
algorithms. In this work we consider the Clustering Problem in R2 when the number of clusters is m = 2 and their size is 
given by the instance as useful background information [3], both assuming the Euclidean and Manhattan norms. We call 
this problem Size Constrained 2-Clustering in R2 (2-SCC-2 for short).
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The relevance of the 2-clustering problems is due to the wide spread of hierarchical clustering techniques that repeatedly 
apply the 2-clustering as the key step. The 2-clustering problem with cluster size constraints has been already studied in 
[18,6], where it is shown that in dimension 1 the problem is solvable in polynomial time for every norm �p with integer 
p ≥ 1, while there is some evidence that the same result does not hold for non-integer p. It is also known that for arbitrary 
dimension d the same problem is NP-hard even assuming equal sizes of the two clusters [6].

Under the Euclidean norm, an instance of 2-SCC-2 is given by a set X ⊂ R
2 of n points in general position together 

with an integer k such that 1 ≤ k ≤ n/2, while the solution is a bipartition {A, B} of X such that |A| = k minimizing the 
total weight W (A) + W (B). Here the weight W (A) (respectively, W (B)) is the sum of the squares of the �2-distances of all 
points a ∈ A (resp. b ∈ B) from the centroid of A (resp. B). Recall that the unconstrained version of the same problem, with 
an arbitrary number of clusters, is NP-hard [20].

In this case we show two results. First, we describe an algorithm that solves 2-SCC-2 in O (n 3
√

k log2 n) time. This is 
obtained by using known results of computational geometry concerning dynamic data structures for convex hulls [23,22]
and the enumeration of k-sets in R2 [13,11].1 Then, we present an algorithm for the full version of the problem, i.e. 
a procedure yielding a solution for all k = 1, 2, . . . , �n/2�, that works in O (n2 log n) time. This procedure is based on a 
similar approach used in [14] to solve the unconstrained version of the problem.

We also study the 2-SCC-2 problem under the Manhattan distance (�1 norm). In this case we first present a full algorithm 
computing a solution for all size constraints in O (n3 log n) time. Then, we describe another procedure yielding a solution 
for a single (arbitrary) size constraint k, that works in O (n2 log n) time.

All these algorithms work in O (n) space and are based on separation results of the clusters of optimal solutions of the 
problem, under �1 and �2 norms, which intuitively extend to the bidimensional case the so-called String Property on the 
real line [21,26].

We note that there exists a wide literature on clustering algorithms based on different optimality criteria to choose the 
best partition. For instance, in [2] efficient procedures are given that find solutions in the plane that either minimize the 
cluster diameters or maximize the minimum intercluster distance.

2. Problem definition

In this section we define the 2-clustering problem in the plane and fix our notation. For any point a ∈ R
2, we denote by 

ax and ay the abscissa and the ordinate of a, respectively. Moreover, for every real p ≥ 1, let ‖a‖p be the usual �p norm of 
point a, i.e. ‖a‖p = (|ax|p + |ay|p)1/p . Clearly, ‖a‖2 and ‖a‖1 are the Euclidean and the Manhattan norm of a, respectively.

To define our problem formally, let us consider a finite set X ⊂ R
2: we say that X is in general position if it does not 

contain three collinear points. A cluster of X ⊂ R
2 is a non-empty subset A ⊂ X , while the pair {A, Ā} is a 2-clustering of X , 

where Ā = X � A. Assuming the �p norm, the centroid and the weight of A are the values C A ∈R
2 and W (A) ∈R+ defined, 

respectively, by

C A = argmin
μ∈R2

∑
a∈A

‖a − μ‖p
p, (1)

W (A) =
∑
a∈A

‖a − C A‖p
p . (2)

Then, the Size Constrained 2-Clustering Problem in R2 (2-SCC-2, for short) is defined as follows:

2-SCC-2 problem under �p norm
Given a set X ⊂ R

2 of cardinality n in general position and an integer k, 1 ≤ k ≤ n/2, find a 2-clustering {A, Ā} of X , 
with |A| = k, that minimizes the weight W (A, Ā) = W (A) + W ( Ā).

In the case p > 1 the solutions of the problem above satisfy the following property, proved in [6] in a more general 
dimension.

Theorem 1 (Separation Result in �p, for p > 1). For any fixed p > 1, let {A, B} be an optimal solution of the 2-SCC-2 problem under 
�p norm for an instance X ⊂ R

2 with size constraint |A| = k. Then, we have C A �= C B and there exists c ∈ R such that for every u ∈ X

u ∈ A implies ‖u − C A‖p
p − ‖u − C B‖p

p < c

u ∈ B implies ‖u − C A‖p
p − ‖u − C B‖p

p > c.

The previous theorem states that (for variable z ranging over R2) equation

1 We notice that such a time complexity can be reduced of a logarithmic factor if one uses the dynamic data structure for convex hull proposed in [8], 
whose journal version however, to our knowledge, has not appeared yet.
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