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The study of some close connections between the combinatorial properties of words and 
the performance of the automata minimization process constitutes the main focus of this 
paper. These relationships have been, in fact, the basis of the study of the tightness and the 
extremal cases of Hopcroft’s algorithm, that is, up to now, the most efficient minimization 
method for deterministic finite state automata. Recently, increasing attention has been paid 
to another minimization method that, unlike the approach proposed by Hopcroft, is not 
based on refinement of the set of states of the automaton, but on automata operations such 
as determinization and reverse, and is also applicable to non-deterministic finite automata. 
However, even for deterministic automata, it was proved that the method incurs, almost 
surely, in an explosion of the number of the states. Very recently, some polynomial variants 
of Brzozowski’s method have been introduced. In this paper, by using some combinatorial 
properties of words, we analyze the performance of one of such algorithms when applied 
to a particular infinite family of automata, called standard word automata, constructed by 
using standard sturmian words. In particular, �(n log n) is the worst case time complexity 
when the algorithm is applied to the infinite family of word automata associated to 
Fibonacci words representing also the worst case of Hopcroft’s minimization algorithm.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The connections between Combinatorics on Words and Automata Minimization have been highly explored in the past 
decade. In particular, some combinatorial properties of words have been fundamental to study the difficult cases for many 
algorithms that minimize the finite state automata. In this context, the standard Sturmian words have played an important 
role as they have allowed to define families of automata on which the behavior of the main minimization algorithms have 
been analyzed. It is important to remember that standard Sturmian words have proved to be a crucial tool in the study of 
extremal cases of many algorithms in several contexts, such as data compression algorithms (cf. [22]), periodicity of words 
[15,16,23], pattern matching algorithm, suffix automata (cf. [26]).

Also in the context of the automata minimization, such words are connected to the extremal behavior of the classical 
minimization algorithms. One of the most well known strategies for automata minimization is based on refinements of a 
partition of the set of states of the input automaton. Based on such a strategy, Hopcroft’s algorithm (cf. [20]) is the best 
known algorithm that minimizes a complete deterministic finite automaton with an O (|Q | log |Q |) worst-case complexity, 
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where Q is the set of states. It is important to note that Hopcroft’s algorithm is not deterministic and this fact has made its 
analysis complicated. The problem of the tightness of the upper bound of the complexity has been posed and studied in [4]. 
Such a problem has been solved in [3,9–12] where infinite families of unary and binary automata representing the worst 
case for each execution of Hopcroft’s algorithm are shown. The construction of such binary automata, called word automata, 
is driven by binary words both to define the label of the transitions and to determine whether a state is final or not. When 
such automata are constructed by using standard Sturmian words the minimization process become complex and this fact 
is strictly related to some combinatorial properties of the words.

The minimization algorithm proposed by Brzozowski (cf. [7]) is quite different. Although its worst-case behavior is ex-
ponential, it is simple conceptually and in practice. It works also on non-deterministic automata and finds the minimal 
equivalent deterministic automaton by performing reverse and determinization operations repeated twice. If such a strategy 
is applied to word automata associated to Fibonacci words, the time complexity is at least quadratic (cf. [8]). However, 
recent studies on generic and average complexities of Brzozowski’s minimization algorithm (cf. [14]) have proved that both 
these complexity are super-polynomial for the uniform distribution on deterministic automata. In this context, it is inter-
esting to consider very recent polynomial variants of Brzozowski’s algorithm (cf. [17–19]) for deterministic automata. The 
variant introduced in [17,19], applied to word automata associated to standard Sturmian word, has been considered in [13]
where the authors prove that the special circular factors of the word represent the strings able to distinguish the states 
of the different equivalent classes of the final partition for the input word automaton. A quadratic time complexity of the 
algorithm is obtained when Fibonacci words are considered. The main goal of this paper is to analyze the behavior of the 
algorithm proposed in [18]. In particular, we establish a relationship between the combinatorial properties of the words 
and the performance of the algorithm on word automata. We prove that, when the algorithm is applied to word automata 
associated to Fibonacci words, the time complexity of the worst execution becomes �(n log n), as in the case of Hopcroft’s 
minimization algorithm. This fact suggests from one hand that some standard Sturmian words, and consequently the asso-
ciated word automata, are able to capture some properties for which the minimization problem becomes inherently more 
complex; from the other one, the method introduced in [18] could be considered an interesting alternative to the usual 
minimization algorithms.

In Section 2 we give some preliminary notions of combinatorics on words and automata theory. In Section 3 we prove 
some combinatorial properties of standard Sturmian words. Section 4 describes the notion of word automaton that is con-
structed by starting from a binary word. In Section 5 we describe the polynomial variant of Brzozowski’s algorithm proposed 
in [18], we study its behavior on standard word automata and we compute the exact running time on standard word au-
tomata associated to Fibonacci words.

2. Preliminaries

This section is devoted to give same basic definitions and notations that will be used throughout the paper both in the 
fields of the combinatoric on words and automata minimization.

Let � be a finite alphabet and v, u be two words in �∗ . We say that v and u are conjugate if for some words z, w ∈ �∗
one has that v = zw and u = wz.

The conjugation is an equivalence relation.
We say that a word v ∈ �∗ is a circular factor of a word w if v is a factor of some conjugate of w . Equivalently, a circular 

factor of w is a factor of w w of length not greater than the length of w (denoted by |w|). For example, ca is a circular 
factor of abc and note that it is not factor of abc. We denote by fact(w, k) the set of all circular factors of w of length k.

Moreover, a circular factor u of w is said to be special if both ua and ub are circular factors of w . We denote by SP(w)

the set of all circular special factors of w .
Let w be a word of length n and w w = w1 w2 . . . w2n . An occurrence of a circular factor u in the word w is a position 

i ≤ n such that wi . . . w |u|+i−1 = u. For example, ca is a circular factor of abcac that occurs in position 3 and 5.
In this paper we focus on a particular class of words, called standard Sturmian words. Let d1, d2, . . . , dn, . . . be a sequence 

of natural integers, with d1 ≥ 0 and di > 0, for i = 2, . . . , n, . . . . Consider the following sequence of words {sn}n≥0 over 
the alphabet A = {a, b}: s0 = b, s1 = a, sn+1 = sdn

n sn−1 for n ≥ 1. Each finite word sn in the sequence is called standard 
Sturmian word. It is uniquely determined by the (finite) directive sequence (d0, d1, . . . , dn−1). In the special case where the 
directive sequence is of the form (1, 1, . . . , 1, . . .) we obtain the sequence of Fibonacci words. We denote by fn the n-th 
finite Fibonacci word and Fn = | fn|.

The notion of circular factor allows the standard Sturmian words to inherit many combinatorial properties of the infinite 
Sturmian words (see [5] and [21]). The following proposition is an instance of this fact.

Proposition 1. Let w be a word of length n. The word w is a conjugate of a standard Sturmian word if and only if for each k =
0, . . . , n − 2 there exists a unique circular special factor of w of length k.

Let w be a standard Sturmian word with |w|a > |w|b . We define the signature of w as the integer value � |w|a|w|b �. Without 
loss of generality, in what follows, we take into consideration only standard Sturmian words w with |w|a > |w|b .

The following lemma gives a description of the structure of a generic standard Sturmian word up to conjugacy (cf. [10]).
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