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Edge deletion problems ask for a minimum set of edges whose deletion makes a 
graph have a certain property. When this property can be characterized by a finite set 
of forbidden induced subgraphs, the problem can be solved in fixed-parameter time 
by a naive bounded search tree algorithm. Sometimes deleting an edge to break an 
erstwhile forbidden induced subgraph might introduce new ones, which may involve the 
neighbors of the original forbidden induced subgraph. Therefore, in considering possible 
ways to break a forbidden induced subgraph one naturally takes its neighborhood into 
consideration. This observation easily yields more efficient branching rules, but a naive 
implementation will require too many tedious case analyses. Here we take advantage of 
modular decomposition, which allows us to focus on far simpler quotient graphs instead of 
the original graphs. They together yield simple improved algorithms for the edge deletion 
problems to chain graphs and trivially perfect graphs.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Edge deletion problems ask for a minimum set of edges whose deletion makes a graph have a certain property, i.e., 
to belong to some specific graph class. As an important sub-collection of graph modification problems, they have wide 
applications, and most of them are known to be NP-complete [27,13,23,20]. Cai [3] observed that if the desired graph class 
can be characterized by a finite number of forbidden induced subgraphs, then it can be solved in time ck · nO (1) by a 
straightforward bounded search tree algorithm—as usual, n and m denote the numbers of vertices and edges respectively in 
the input graph, and k is the number of edges to be deleted. Recall that a graph problem, with a nonnegative parameter k, is 
fixed-parameter tractable (FPT) if there is an algorithm solving it in time f (k) · (n + m)O (1) , where f is a computable function 
depending only on k [7]. Therefore, edge deletion problems to chain graphs ({K3, 2K2, C5}-free) and trivially perfect graphs 
({P4, C4}-free) are FPT.
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These graph classes can be recognized in linear time, and if a given graph is not a chain graph or not a trivially perfect 
graph, the algorithms of Heggernes et al. [16] can find in linear time a minimal forbidden induced subgraph. Using their 
algorithms, the aforementioned bounded search tree algorithm can be implemented in time O (ck · (n + m)). As far as the 
polynomial factor is concerned, this is surely optimum, and what remains is to decrease the constant c. This decrement, 
if possible, would be more meaningful when the polynomial factor on graph size remains linear—in literature, it is not 
uncommon that the improvement of the exponential factor is achieved at a cost of increasing the polynomial factor. For 
the trivially perfect edge deletion problem, Nastos and Gao [22] managed to decrease the constant c from 4 to 2.45, which 
we now further decrease to 2.42. Our main results include also the first nontrivial algorithm for the chain edge deletion 
problem.

Theorem 1.1. Problems chain edge deletion and trivially perfect edge deletion can be solved in time O (2.57k · (n + m)) and 
O (2.42k · (n + m)) respectively.

Related work. Yannakakis [27] initiated the study of edge deletion problems by establishing NP-completeness of several of 
them. His results, as well as some earlier ones, were collected by Garey and Johnson in their magnum opus [13]. The general 
observation on easy graph classes (those having characterization of finite forbidden subgraphs) is due to Cai [3]. Bounded 
search tree algorithms using refined branching rules have been considered by Nastos and Gao [21,22] and a subset of the 
authors [19]. Modular decomposition has been the major technical tool, used in a far extensive way, in solving the edge 
deletion problem to interval graphs [4].

More often than not, the study of edge deletion problems is associated with their edge addition variations (also known 
as completion problems) [18,8]. In particular, the edge deletion problem to a graph class is polynomially equivalent to the 
completion problem to its complement graph class (containing the complement of all graphs in the original graph class). It is 
worth mentioning that some graph classes, e.g., threshold graphs ({2K2, P4, C4}-free), are self-complementary, on which the 
edge deletion problem and the completion problem are equivalent. Also of intensive interest is the edge editing problems, 
where the modifications can be both edge additions and deletions, while the most studied is probably the cluster graphs 
(P3-free) [5].

An O (k2)-vertex kernel for the chain edge deletion problem was reported by Bessy and Perez [2].1 Very recently, Drange 
and Pilipczuk [9] announced an O (k7)-vertex kernel for the trivially perfect edge deletion problem.

Our technique. The deletion of an edge to break an erstwhile forbidden induced subgraph might introduce new one(s). For 
example, deleting any edge from a C5 introduces a 2K2 (chain edge deletion), and deleting any edge from a C4 introduces a 
P4 (trivially perfect edge deletion). Therefore, in either case, we need to delete at least two edges from the subgraph, which 
implies a branching rule far better than the trivial one. A more common situation is when the newly introduced forbidden 
subgraph is not induced by the same set of vertices. Therefore, instead of branching on a forbidden induced subgraph, one 
may want to take also its neighbors into consideration. We remark that a similar observation has been used by Aravind et 
al. [1] in designing kernelization algorithms for edge deletion problems.

Our main technical idea appears in the way we carry out this simple strategy. The observation above is straightforward 
and easily yields more efficient branching rules, but a naive implementation of it requires us to consider dozens, if not 
hundreds, of different cases, quickly going beyond the capability of manual verification. To avoid such tedious case analyses, 
we take advantage of modular decomposition, which allows us to focus on far simpler quotient graphs instead of the original 
graphs. Together with the symmetry of forbidden induced subgraphs that concern us, this substantially reduces the chore in 
verifying the correctness of our branching rules. Since trivially perfect graphs are a subclass of cographs, the application of 
modular decomposition to them is natural; it is interesting that modular decomposition helps for the chain graphs as well.

2. Preliminaries

All graphs discussed in this paper are undirected and simple. A graph G is given by its vertex set V (G) and edge set 
E(G), whose cardinalities will be denoted by n and m respectively. For a vertex v ∈ V (G), let NG(v) denote its neighbors and 
NG [v] := N(v) ∪{v}. This is extended to a subset X ⊆ V (G) by NG [X] := ⋃

v∈X N[v] and NG (X) := N[X] \ X . These subscripts 
are omitted when there is no ambiguities. For a subset X ⊆ V (G), denote by G[X] the subgraph induced by X . For a subset 
E− ⊆ E(G) of edges, we use G − E− to denote the subgraph (V (G), E(G) \ E−). When E− is a singleton set consisting of 
only edge e, we write G − e instead. The complement graph of a graph G is defined to be G =

(
V (G),

(V (G)
2

) \ E(G)
)

, i.e., it 

has the same vertex set as G , and for each pair of distinct vertices u, v ∈ V (G), there is an edge uv in E(G) if and only if 
uv /∈ E(G).

1 Since in earlier literature, “chain completion” and “chain [edge] deletion” have been used to refer to the special cases where input graphs are limited 
to bipartite graphs, to avoid ambiguity, Bessy and Perez [2] chose to use “bipartite chain deletion” for the problem concerning us. It seems that their kind 
consideration did not pay off, so we decide to abide by the terminology that is now standard, i.e., without an explicit modifier, the input graph to the chain 
edge deletion problem can be any graph.
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