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Abstract

We present a strategy for using an empirical forest growth model to reduce uncertainty in predictions made with a physiological
process-based forest ecosystem model. The uncertainty reduction is carried out via Bayesian melding, in which information
from prior knowledge and a deterministic computer model is conditioned on a likelihood function. We used predictions from
an empirical forest growth model G-HAT in place of field observations of aboveground net primary productivity (ANPP) in
a deciduous temperate forest ecosystem. Using Bayesian melding, priors for the inputs of the process-based forest ecosystem
PnET-II were propagated through the model, and likelihoods for the PnET-II output ANPP were calculated using the G-HAT
predictions. Posterior distributions for ANPP and many PnET-II inputs obtained using the G-HAT predictions largely matched
posteriors obtained using field data. Since empirical growth models are often more readily available than extensive field data
sets, the method represents a potential gain in efficiency for reducing the uncertainty of process-based model predictions when
reliable empirical models are available but high-quality data are not.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Simulation models support a wide variety of
activities, ranging from decision-making to scientific
research (see, e.g.Robinson and Ek, 2000). Models
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that accommodate these different objectives embody
different values, and are constructed using different
principles. A commonly applied classification for sim-
ulation models in biology divides them intoempirical
and process-based models. It is generally held that
empirical models (EM) are statistically oriented, that
is, their structure is chosen with a view to optimiz-
ing some objective function (e.g.Schabenberger and
Pierce, 2002pp. 95, 195), whilst the structure for
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process-based models (PBM) is chosen to explicitly
represent known processes in some way (e.g.Thornley
and Johnson, 2000). Generally, the statistical proper-
ties of model fitting form the basis for inference from
EMs, while the theoretical validity of PBMs provides
their inference-base.

To the degree that they incorporate cause and effect
relationships accurately, the domain of PBMs may
extend to conditions outside the range of previous
observation. This property makes them an attractive
tool for forest management. In many forest systems, cli-
mate conditions or management inputs, e.g. tree genet-
ics, irrigation and chemical applications, are changing
faster than our ability to acquire data for EM develop-
ment. Populations of interest are moving targets and
EMs are continually aimed behind them. This circum-
stance provides a compelling argument for the wider
use of PBMs. However, a common lament of forest
managers is that PBMs embody too many uncertain-
ties and rely on too many poorly known parameters to
produce reliable output (Mäkel̈a et al., 2000). Mäkel̈a
et al. (2000)propose that both types of models can
be improved by incorporating the features that give
strength to the other type. Attempts have already been
made to blend these two approaches, sometimes lead-
ing to hybrid-type models. This has generally involved
one of the following strategies:

• Using a root mean squared error weighted mean of
the predictions as a prediction (Robinson, 1998).

• Embedding an established empirical model inside
an established process-based model (Baldwin et al.,
1993).

• Creating a new model and allowing both statistical
and process criteria to dictate model structure and
parameter values (Siev̈anen and Burk, 1993).

• Tuning or tweaking the parameters of an established
process-based model until the output matches a cer-
tain set of objectives (Landsberg et al., 2001).

• Constraining process-model predictions using
empirical yield tables (Waring and McDowell,
2002).

Here, we demonstrate a method for combining pre-
dictions from both empirical and process-based mod-
els without necessarily modifying the model struc-
ture of either. The method relies on a framework
called Bayesian melding (BYSM;Poole and Raftery,
2000) and optimizes PBM predictions based on model

inputs or outputs of interest. Optimization is based
on marginal or joint Bayesian posterior distributions
for inputs or outputs of interest. As such, the PBM
inference base is expanded to include both the original
cause–effect rationale and the foundations of Bayesian
statistics.

While BYSM has been used primarily to assess
uncertainty in deterministic PBM predictions (Raftery
et al., 1995; Green et al., 1999), we will show how it
can be used to link EM and PBM predictions. Previous
applications of BYSM used sample data to calculate
likelihoods in estimating Bayesian posterior densities
(Green et al., 1999; Radtke et al., 2002). We will use
the information from EM predictions in lieu of sample
observations. The method does not preclude the use of
sample data in calculating likelihoods, but allows for
an available, often inexpensive source of information
(EM predictions) to be used in reducing the uncertainty
associated with PBM predictions.

1.1. Bayesian melding

Bayesian melding allows for the assessment of
uncertainty in deterministic computer model predic-
tions. Its output includes Bayesian posterior distribu-
tions for any model inputs or outputs of interest. The
method was developed byRaftery et al. (1995)and
Poole and Raftery (2000), and has subsequently been
applied to the assessment of accuracy and uncertainty
in forest model predictions (Green et al., 1999, 2000;
Radtke et al., 2002). BYSM combines, ormelds, infor-
mation from three sources in deriving its estimates of
Bayesian posterior distributions (Poole and Raftery,
2000). Direct information is observed directly on a
population of interest.Indirect information is gathered
from outside sources somehow related to the popula-
tion of interest.Model information is the information
contained within a deterministic computer model of
interest. In the application discussed here, the model
of interest is a forest ecosystem PBM (see Section2).
Direct and indirect information may pertain to either
model inputs or outputs. Direct information typically
involves a sample of observations made on the pop-
ulation of interest and is used to compute likelihoods.
Indirect information is expressed as probability density
functions (PDFs) that reflect knowledge and uncer-
tainty about the various model quantities (MacFarlane
et al., 2000; Radtke et al., 2001).
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