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a b s t r a c t

In this paper we investigate two online scheduling problems. The first one is online
scheduling onm parallel machines with one machine periodically unavailable. The second
problem is online scheduling on two uniform parallel machines where one machine is
periodically unavailable. The online paradigm is that jobs arrive over list, i.e., when a
job presents, we have to irrevocably assign it before the next one is seen. Preemption is
not allowed. The objective is to minimize makespan. We suppose that the length of each
available period is normalized to 1 and the length of each unavailable period is α > 0. For
the first problem, we give an optimal algorithm with competitive ratio 2. For the second
problem, we assume that the speed of the periodically unavailable machine is normalized
to 1, while the speed of the other one is s > 0. In the case where s ≥ 1, we design an
algorithm and show that it is optimal with competitive ratio 1 +

1
s . Then we further give

some lower bounds on competitive ratio in the case 0 < s < 1.We also study a special case
and prove that LPT algorithm proposed in Xu et al. (2009) [7] is optimal with competitive
ratio 3

2 .
© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Online scheduling becomesmore andmore concerned because in practice the useful information of the problem instance
was not known in advance. In the literature of online scheduling, two online models have been widely researched [2]. The
first one assumes that there are no release times and that the jobs arrive over list (or one by one). An online algorithm has to
irrevocably schedule the first job in this list before it sees the next job in the list. The other model assumes that jobs arrive
over time. Each job is associated with a release time, before which this job cannot be scheduled. At each time when the
machine is idle, the algorithm decides which one of the available jobs is scheduled, if any. In this paper, we consider the first
online paradigm.

Online algorithm is developed to cope with online (scheduling) problems. For a certain online scheduling problem, we
would like to find an optimal (or called best possible) algorithm. This algorithm has the best possible performance. In order
to compare the performance of online algorithms, we need a tool to measure the performance of each algorithm. In the
literature, competitive analysis [1] is such a tool to serve this purpose. Specifically, for any input job sequence I , let CON(I)
denote themakespan of the schedule produced by the online algorithmAON and COPT (I) denote themakespan of an optimal
schedule. We say that AON is ρ-competitive if

CON(I) ≤ ρCOPT (I).
We also say that ρ is the competitive ratio of AON .
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For an onlineminimization problem, a lower boundmeans that there exists no online algorithmwith a competitive ratio
smaller than this bound. If an online algorithm’s competitive ratio achieves this lower bound, this algorithm is called optimal
and the corresponding lower bound is called tight. For an online problem, a general idea is to first give a lower bound then
prove the competitive ratio of an online algorithm. Then we can justify whether or not the proposed algorithm is optimal.

In the classical scheduling problem, it is assumed that machines are available simultaneously at all times. However, this
availability assumption may not be true in reality [3]. In the real industry settings, machines may be unavailable because of
preventive maintenances, periodical repairs and tool changes.

This paper studies online scheduling with a periodic availability constraint. We are given a sequence of independent
jobs which arrive over list. When all information is available at one time before scheduling, the problem is called offline. In
the offline settings, Lee [5] investigated some parallel machine scheduling problems where at least one machine is always
available and each of the other machines has at most one unavailable period. He gave some results of competitive ratios for
different objectives, such as minimization of total completion time and makespan. Liao et al. [4] considered a special case
of one of the scheduling problems studied in [5]. They partitioned the problem into four subproblems, each of which was
optimally solved. In the online settings, Tan and He [6] considered the online scheduling on two identical machines with
machine availability constraint to minimize makespan. They assumed that the unavailable periods of two machines do not
overlap and proposed an optimal online algorithm with a competitive ratio 5

2 . Xu et al. [7] showed that for the problem of
online scheduling on two identicalmachineswhere onemachine is periodically unavailablewith the objective ofminimizing
makespan, the competitive ratio of LS algorithm is 2.

The remainder of this paper is organized as follows. In Section 2, we deal with the problem of online scheduling on m
parallel machines with one machine periodically unavailable. In this part, we first give a lower bound on competitive ratio
and then present an optimal algorithm. In Section 3, we study the problem of online scheduling on two uniform machines.
The speeds of the periodically unavailable machine and the other one are 1 and s > 0, respectively. In the case s ≥ 1, we
show a lower bound and design an optimal algorithm. In the case 0 < s < 1, we prove several lower bounds in different
situations. Then in Section 4, we investigate a special case of two parallel machine scheduling problem, i.e., jobs arrive in a
non-increasing order of their processing times. We prove that LPT is optimal.

2. m parallel machine scheduling problem

We are given m parallel machines where one of them is periodically unavailable. Jobs arrive over list, i.e., a sequence
of jobs σ = {J1, J2, . . . , Jn} which arrive online have to be scheduled irrevocably on one of the machines at the time of
their arrivals. The new job shows up only after the current job is scheduled. At the beginning, the periodically unavailable
machine starts with an available period. Preemption is not allowed. The objective is to minimize the makespan. We use
M1 to denote the machine which is periodically unavailable and M2, . . . ,Mm to denote the others and the speed of each
machine is 1. Without loss of generality, on machine M1, we assume the length of available period and unavailable period
are 1 and α > 0, respectively. (Since jobs’ processing times can be scaled according to the length of available or unavailable
period.) We use pj to denote the processing time of job Jj. Our first problem can be written by Pm,M1PU|online|Cmax, where
M1PU means one machine is periodically unavailable.

Let CON and COPT denote the makespan of online algorithm and offline optimal algorithm (for short, offline algorithm),
respectively.

2.1. Lower bound on competitive ratio

In this subsection, we present a lower bound on competitive ratio for this problem.

Theorem 1. For problem Pm,M1PU|online|Cmax, there exists no online algorithm with competitive ratio less than 2.

Proof. Let ϵ be a sufficiently small positive number. We first give a set of m jobs J1, . . . , Jm with a common processing
time ϵ.
Case 1. One machine processes at lease two jobs.

In this case, CON ≥ 2ϵ. In an optimal schedule, eachmachine processes exactly one job, i.e., COPT = ϵ. Therefore, CON
COPT

≥ 2.
Case 2. Each machine processes one job.

We further give a second set ofm jobs Jm+1, . . . , J2m with a commonprocessing time 1. Therefore, CON ≥ min{ϵ+2, 2+α}.
In an optimal schedule, each machine only processes one job of the second set and one of machinesM2, . . . ,Mm schedules
two jobs of the first set. Therefore, COPT = 1 + 2ϵ. It follows that

CON

COPT
≥

min{ϵ + 2, 2 + α}

1 + 2ϵ
→ 2, ϵ → 0.

This completes the proof. �

Corollary 1. For problem P2,M1PU|online|Cmax, LS algorithm proposed in [7] is optimal with competitive ratio 2.
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