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This paper proposes an octree-based surface representation for KinectFusion, a realtime
reconstruction technique of in-door scenes using a low-cost moving depth camera and a
commodity graphics hardware. In KinectFusion, the scene is represented as a signed dis-
tance function (SDF) and stored as an uniform grid of voxels. Though the grid-based SDF
is suitable for parallel computation in graphics hardware, most of the storage are wasted,
because the geometry is very sparse in the scene volume. In order to reduce the memory
cost and save the computation time, we represent the SDF in an octree, and developed sev-
eral octree-based algorithms for reconstruction update and surface prediction that are suit-
able for parallel computation in graphics hardware. In the reconstruction update step, the
octree nodes are adaptively split in breath-first order. To handle scenes with moving
objects, the corresponding nodes are automatically detected and removed to avoid storage
overflow. In the surface prediction step, an octree-based ray tracing method is adopted and
parallelized for graphic hardware. To further reduce the computation time, the octree is
organized into four layers, called top layer, branch layer, middle layer and data layer.
The experiments showed that, the proposed method consumes only less than 10% memory
of original KinectFusion method, and achieves faster performance. Consequently, it can
reconstruct scenes with more than 10 times larger size than the original KinectFusion on
the same hardware setup.
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1. Introduction

Reconstruction of 3D scenes has been an important and
active research area in computer vision and computer
graphics. The traditional methods take advantages of 3D
scanning hardware, depth camera, stereo vision and struc-
tured lights techniques to obtain the surfaces of the scene.
Recently, Newcombe et al. [1] proposed a realtime recon-
struction method for in-door scenes, called KinectFusion.
They use Kinect, a low-cost moving depth camera, to cap-
ture the scene, and merge the captured depth maps into
the final result. The scene is represented as a signed dis-
tance function (SDF) and stored in an uniform subdivided
grid of voxels, so that they can use a commodity graphics
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hardware to parallelize the computation in tracking the
pose of the Kinect and fuse the depth map in the scene,
and achieve real time performance.

Since KinectFusion represents the signed distance func-
tion in an uniformly subdivided grid of voxels, it requires a
lot of memory to store volumetric data. Meanwhile, most
of the geometry of scene is essentially 2D manifold, and
is very sparse in the scene volume. As shown in the exper-
iments, most of the voxels in the signed distance function
is empty, and are wasted consequently. When capturing
larger scale scenes with finer details, the memory con-
sumption will dramatically increases, which easily exceeds
the memory limit of the commodity graphic hardware. For
a resolution of 1024 x 1024 x 1024, the grid data for the
signed distance function takes 4 GB memory (assuming
each voxel takes 4-byte for the distance value).

To address the above problem, we proposed an octree
data structure to store the signed distance function of the
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scene, and developed several algorithms to maintain the
octree, and parallelize the computations in graphics hard-
ware. The proposed algorithms greatly exploit the hierar-
chical structure of the octree and the GPU parallel
computation ability. The proposed octree data structure al-
lows for fast traversal, and consequently optimizes the
reconstruction performance. In the step of reconstruction
update, the octree is traversed in breadth-first order, while
in the step of surface prediction, the octree is traversed in a
top-down order, which can skip a lot of empty intermedi-
ate nodes. In experiments, the proposed method is much
more efficient than the original KinectFusion in terms of
memory consumption and running speed.

The main contribution of this paper is a memory-effi-
cient and real-time scene scanning method, which consists
of the following novel techniques:

o A memory-efficient and traversal-efficient octree data
structure in GPU.

o Octree-based algorithms for reconstruction update and
surface prediction.

e Several octree update algorithms for reconstructing
dynamic scenes with moving objects.

2. Related work
2.1. Octree in GPU

There are several spatial data structures to organize
2D/3D data in computer graphics, e.g. kd-tree [2], BVH
[3], and octree. Among these data structures, octree is
used most widely, which appears in many applications,
e.g. ray tracing [4], mesh simulation [5], mesh coding
[6], and geometric modeling [7-9]. Octree adaptively
splits the space of the scene according to the distribution
of geometric primitives of the scene, and drops the
empty cells to save the storage cost. As the development
of programmable graphics hardware, octree can be built
and traversed completely in GPU, and take advantage
of the parallel computing feature of GPU to dramatically
improve the performance of rendering and geometry
processing. Compared with the traditional methods, we
deal with time varying octrees.

2.2. 3D reconstruction

There have been many kinds of systems for capturing
3D scenes based on stereo vision, structured lights, 3D la-
ser scanner and depth camera. Stereo vision based meth-
ods infer the camera parameters from a set of images of
the target scene, match the feature points across the
images, and then compute the 3D positions of the matched
feature points, recovering a sparse point cloud of the scene
[10,11]. A survey and comparison of stereo methods can be
found in [12]. Stereo algorithms have been successfully ap-
plied to reconstruct large scale scenes and small scale ob-
jects, such as buildings, human body, and faces Stereo,
but it is still challenging to handle varying lighting, non-
diffuse surface. And the stereo methods are timing con-
suming and not suitable for real time applications. People
in Robotic community focus on simultaneous localisation

and mapping (SLAM) [13,14], which can track the camera
in real time and generate a sparse point cloud of the scene.
In order to obtain dense reconstruction result in real time,
people combined SLAM with multiview stereo techniques
[15,16]. Recently, Newcombe et al. used iterative image
alignment method to obtain the correspondence, instead
of using the traditional image feature points, which can
densely  reconstruct  a small scene  (about
1mx1m x 1m)in real time [17].

To meet the requirement of real time applications,
depth cameras based on time-of-flight and structured light
are used to capture a set of depth maps of the scene from
different view points, which are then aligned together and
fused into a complete surface representation. To align the
depth maps, there are a number of registration methods
[18,19] based on the iterative closest point (ICP) method
proposed by Chen and Medioni [20]. ICP method is origi-
nally developed for rigid objects, and can be extended to
handle deformable objects [21-24].

Recently, Newcombe et al. [1] developed a real time
reconstruction method for in-door scenes, called KinectFu-
sion, using a low-cost moving depth camera and commod-
ity graphics hardware. The basic idea of KinectFusion is to
maintain a volumetric scene data to align and merge the
depth map streamed from the Kinect. KinectFusion can
also be used for camera tracking and user interaction in
augmented reality [25]. In order to handle unbounded
scenes, Whelan et al. [26] extended KinectFusion to “Kin-
tinuous” by shifting the volume and extracting meshes
continuously.

Zeng et al. [27] introduced an octree structure for
KinectFusion to save the memory cost of KinectFusion
and achieve faster performance. Compared with “Kintin-
uous” [26], this method improves the core parts of the
KinectFusion, which is memory-efficient and can be a
building block of large scale scanning systems in “Kintin-
uous”. In this paper, we extend the work of Zeng et al.
[27] by (1) introducing node removal operation to handle
dynamic scenes with moving objects; (2) adding a top
layer to the octree for accelerating the traversal in the
surface prediction step; and (3) presenting detailed
experimental results and analysis on the proposed
method.

3. Overivew

KinectFusion captures the depth map of the scene using
Kinect, a low-cost depth camera, and successively fuses the
depth map into the reconstructed scene. It represents the
scene as the zero valued surface of a signed distance func-
tion (SDF) and stores the SDF in an uniformly subdivided
grid of voxels. It tracks the pose of the camera, so that
the depth map can be correctly positioned in the volumet-
ric grid.

As shown in Fig. 1, KinectFusion consists of four main
steps:

e Surface Measurement converts the depth map
streamed from the depth camera into a point cloud
and estimates the normal of each point.
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