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ABSTRACT

We propose a novel region-based algorithm to quickly track time-varying facial expressions. Our
algorithm takes a sequence of spacetime face meshes captured at video rate as input, and uses a
template mesh to register each input face mesh to track facial dynamic expressions. In each mesh
registration, we first automatically segment the template mesh into three initial regions with a metric,
then for each initial region, segment it into different subregions and optimize a non-rigid affine
transformation for each subregion with a variation of non-rigid ICP framework so as to approximate
closely the input mesh. Region-wise non-rigid transformation decreases the unknowns in optimization
significantly, and initial region segmentation decreases unnecessary optimizations and the template
vertices involved in optimization greatly, so our algorithm has high speed. In addition, we introduce a
new normal constraint in the non-rigid ICP framework to estimate more reasonable region-wise non-
rigid transformation. The normal constraint makes our algorithm not only maintain good tracking
accuracy while improving tracking speed, but also achieve automatic tracking without manual
intervention. Experimental results show the efficiency of our algorithm.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Facial expression tracking based on spacetime meshes is a
difficult and challenging problem in computer graphics. Recent
progress in real-time 3D face acquisition techniques makes it
simple and convenient to capture a sequence of spacetime non-
rigidly deforming face meshes with video rate. These sapcetime
meshes record the shape and dynamic expressions of a real
person's face. Such a sequence of meshes is inherently unstruc-
tured since the captured mesh at each time frame has different
topology (vertex number and connectivity). This limitation makes
it unable to establish inter-frame vertex correspondences, and
consequently, to track expressional dynamics accurately and
reanimate the captured expressions. Thus, it is necessary to
reconstruct these captured meshes to create new meshes that
have the same topology, only with different vertex positions. The
new mesh sequence reproduces expressional dynamics, and is
easy to integrate into a single time-varying mesh model on which
further processing can be effectively supported, e.g., hole filling,
finite element analysis, and expression editing.
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The complex anatomical structure of human face allows for a
great quantity of subtle expressions, so a highly accurate tracking
algorithm is needed to simulate expressions with all its subtleties.
Additionally, many practical applications, e.g., teleconference and
videophone, demand high tracking speed, so a fast tracking
algorithm is needed in this case. In this paper, our goal is to
propose an efficient algorithm that tracks expressional dynamics
quickly, meanwhile, achieves good accuracy, so as to meet the
requirement in the above applications.

Refs. [1-5] introduce high-resolution deformable template mod-
els for expression tracking. Amberg et al. [4] extend the ICP algorithm
to non-rigid registration by incorporating adjustable stiffness
weights. They assign an affine transformation for each vertex of the
template model. Wang et al. [6] introduce region-wise deformations
based on physical face model. Their segmented regions are fixed. In
our proposed algorithm in this paper, the region segmentation is
dynamically determined and can be adjusted flexibly.

Refs. [7-10] track subtle expressional details such as furrows,
wrinkles and pores by using facial motion capture data. The data
capture of subtle facial movements need to place or paint markers
on the human face. Le et al. [11] investigate the optimization of
facial mocap marker layouts to capture more accurate minute
details. Chi et al. [12] track facial subtleties via Laplacian smooth
and multi-scale mesh matching.

Refs. [13-15] use optical flow to achieve automatic tracking of
spacetime faces. Optical flow is prone to errors during rapid
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deformation, and inaccurate in some cases, e.g., occlusions, insuf-
ficient image details, and appearance changes. Furthermore, opti-
cal flow may cause drift. Beeler et al. [ 16] propose an anchor-based
reconstruction with image-space tracking that can bound tem-
poral drift, correctly handle occlusion and motion blur.

Refs. [17-20] compute a coherent deforming mesh model directly
from the captured sequence of spacetime face meshes in 4D space.
The spatio-temporal coherent model can well fit through all the time
frames in the captured sequence, but the model computation is
generally complex since it is performed in 4D space.

In this paper, we propose a novel region-based algorithm for
tracking time-varying facial expressions quickly and accurately. Our
algorithm inputs a face mesh sequence captured at video rate, and
uses a deformable template mesh model to register each input mesh
so as to output a new sequence of high-resolution meshes that have
the same topology and accurately reflect facial shape and dynamic
expressions. We introduce region-based idea into mesh registration
that represents inter-mesh deformations as region-wise non-rigid
deformations. We automatically segment the template mesh into
different regions while determining a non-rigid affine transformation
for each region so as to deform the template mesh towards the input
mesh closely. Additionally, we introduce a new normal constraint in
the non-rigid ICP framework for estimating region-wise non-rigid
transformation. Contributions: (1) It just computes one affine transfor-
mation for each region of the template mesh, which significantly
reduces the unknowns to be determined, so our algorithm has high
speed and low space complexity. (2) Introduction of a normal
constraint for optimizing region-wise non-rigid transformations can
effectively improve the registration accuracy, and achieve automatic
tracking. (3) Our algorithm can adjust region segmentation of the
template mesh automatically and flexibly to register arbitrary defor-
mations on the input mesh with desired speed and accuracy.

2. Algorithm overview

Supposing that the input sequence captured at video rate is
made up of M frames, and at frame i, the mesh with N; vertices, for
convenience, we call it target mesh, is given as T;={q;},
j=1,2,...,N;. Our goal is to fit through the input sequence using
a template mesh with N vertices given as S={v,}, k=1,2,...,N,
where vy is the template vertex.

At each frame, firstly, we automatically divide the template
mesh into three initial regions with a distance metric. Then, for each
initial region, we further automatically segment it into several
subregions and compute one affine transformation for each sub-
region. We assume that, to register the target mesh T;, the template
mesh S is finally segmented into L subregions, each is represented
asS;, 1=1,2,...,L, and the affine transformation computed for each
subregion S; is represented as X;. Applying these region-wise affine
transformations to S, we obtain a new mesh S’ as follows:

S =Xy}, k=1,2,..,N, XpelX1,....X1}

The mesh S’ closely approximates T; and maintains the topology of
S. Thus, using the template mesh S to register each target mesh, we
can obtain a sequence of new meshes that have the same topology
and reflects facial expression dynamics.

3. Region segmentation and region-wise non-rigid
transformations computation
3.1. The region segmentation idea

When registering the template mesh to the target mesh, if we
divide the template mesh into different regions and each

individually deforms to approximate the target mesh, then it
equals to overlay many patches (regions) on the target mesh.
Obviously, the more the patches, the more closely they overlay the
target mesh. So we can recursively divide the patches into more
smaller patches to improve the closeness, in extreme case, each
patch consists of only one template vertex and has one affine
transformation to displace it onto the target mesh. Therefore,
within permissible error range we can segment the template mesh
into many regions and determine one affine transformation for
each region to approximately match the target mesh, i.e., repre-
sent the non-rigid deformations between meshes as group of
region-wise non-rigid deformations. The basic segmentation pro-
gress is that: firstly, we compute a non-rigid affine transformation
on the template mesh, then, reject from the region any template
vertices that transform to the target mesh beyond a given error
threshold. Once a region is computed we iterate this process until
all vertices on the template mesh have been segmented.

Region segmentation significantly reduces the unknowns to be
determined because that it computes an unknown affine trans-
formation for each region rather than for each template vertex.
This not only improves the computational speed, but also saves
the storage space for unknown affine transformations. Therefore,
our algorithm has low time and space complexity. It is noted that,
in region segmentation, the first affine transformation computa-
tion conducts on the whole template mesh. This computation
takes time since it involves in all the template vertices. Moreover,
this computation is in vain since it is nearly impossible to apply
one affine transformation on the whole template mesh to approx-
imate the target mesh closely. Therefore, to avoid unnecessary
computation and further increase the speed of algorithm, we
introduce initial region segmentation before estimating region-
wise non-rigid transformations.

3.2. Initial region segmentation

The input mesh sequence of our algorithm is captured at video
rate, so arbitrary two adjacent meshes are very close in space and
time, and the deformations between them are very small. We can
assume that there are no deformations between two adjacent
meshes in extreme case. In such a case, we can consider that the
two mesh surfaces are coincident, i.e., for each vertex on one
mesh, the distance between it and its closest point on the other
mesh is zero. Therefore, we use the distance between correspond-
ing points on two adjacent meshes to measure deformations
between them. For a vertex on one mesh, if the distance between
it and its closest point on the other mesh, for convenience, we call
it closest distance, is small, then the deformation on the vertex
that transforms it onto the other mesh is small, and vice versa. We
call this metric the closest distance metric. Thus, when we register
the template mesh S to the target mesh T;, we can classify the
vertices on S according to their closest distances to generate three
initial regions as follows:

Ry = {vie| dyin < dy < dpiin +d/6},
Ry = {Vildyin+d/6 < d, < dyin+d/3),
R3 = {vi| dyin+d/3 < di < dpiax}. (1)

where vy is the vertex on S, d is the closest distance for vy. dyin
and dpx are respectively the minimum and maximum among all
the closest distances. d = dy.x —dyin. Because the adjacent target
meshes are very close spatially, if the template mesh S has fitted to
the target mesh T; closely, then it will be very near to the next
target mesh T;,; and suitable to the closest distance metric.
Therefore, the initial region segmentation can adapt to the inter-
mesh deformations over time.

In Eqgs. (1), we do not divide the interval [dy,, dyax] into equal
parts to generate initial regions because that, in general, the
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