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In this paper we propose a new analytical iterative method for the throughput calculation of the Cross-
point Queued (CQ) switch with a random scheduling algorithm under the bursty traffic model. This
method is verified by comparing it with the simulation results, which shows a very good match. To the
authors’ knowledge, this is the first analytical method for the throughput calculation of such a switch for
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1. Introduction

The Crosspoint Queued (CQ) switch has recently been brought
back into focus since it is possible to implement large buffers with
the CQ fabric on the same chip, using modern technology [1]. It has
been shown in [1] that the CQ switch can manage packets without
permanently relying on the current states of the input and out-
put linecards, or on the complex centralized scheduler. Therefore,
the control communication between the linecards and the switch-
ing fabric, which can be a limiting factor to the transfer speed in
distributed switching systems, is no longer necessary.

The CQ switch performances were analyzed in the previous
research [1-3]. Closed form relations for the throughput and
the average cell latency are presented in [1], but only for one-
cell buffers and a uniform arrival traffic. The complexity of this
approach makes it inappropriate for the longer buffers [2]. The iter-
ative method for the throughput calculation of the CQ switch with
various-length buffers, for uniform arrival traffic is presented in [2].
The simulation analysis of the throughput, the average cell latency,
and the cell delay variation are performed for different input traffic,
buffer lengths and scheduling algorithms [3].

Since the CQ switch is very attractive for implementation, and
considering that the bursty traffic model closely resembles real
Internet traffic, we propose a new analytical iterative method for
the throughput calculation of the CQ switch with any number of
ports or buffer lengths, where the bursty traffic is modeled as an
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Interrupted Bernoulli Process (IBP). The proposed method is a mod-
ification of one based on the CICQ switch performance analysis,
originally presented in [4]. The analysis is based on the 3D Markov
chain system modeling. This method has been verified by the sim-
ulation results.

This paper is organized as follows. The structure of the analyzed
CQ switch and the input traffic model are given in Section 2. The
analytical model for the throughput analysis is proposed in Section
3. The comparison between the analytical and simulation results is
performed in Section 4.

2. Structure of the analyzed switch

The structure of the CQ switch, as illustrated in Fig. 1, is well
known [1]. Each crosspoint buffer (XB;;) contains packets that orig-
inated from an input i and are intended for an output j. At the
beginning of each time slot, the scheduler chooses one of the
non-empty crosspoint buffers from the common output line and
forwards its head-of-the-line packet to an output linecard. In this
paper, we analyze the switch with a random scheduling policy.

Following common practice, we assume that the incoming pack-
ets have a fixed size length (referred to as cells), which means that
the segmentation and reassembly are accomplished outside the
switch [5]. Time is divided into equal slots, where each slot’s length
corresponds to the requirement of transferring one cell.

The bursty traffic at each input is modeled by a well-known
two-state ON-OFF Interrupted Bernoulli Process [3]. The IBP mod-
els large packets that are segmented into fix-sized cells, or a large
number of successive packets that are a part of the same data trans-
fer (video or voice segments, file transfer, etc.). Each of the inputs is
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Fig. 1. The crosspoint queued switch architecture.

Outputs

described by a two-state ON-OFF model where both busy and idle
periods are geometrically distributed. Thus, the source generates
cells in the ON (busy) state. In the OFF (idle) state, the source does
not generate any traffic. The output port addresses are uniformly
distributed, which is a feature of the traffic with many flows in the
core switch. The cells of the same burst are intended for the same
output (a model of the fragmented packet). If the input is in the ON
state, it will remain in that state with probability «, and switches to
the OFF state with probability 1 — «. If the input is in the OFF state,
it will remain in that state with probability 8, while it switches
to the ON state with probability 1 — 8. These probabilities can be
calculated by the following equations:

a=1-1/Bs (1)
B=(1-p)/(1-pa) (2)

Bs is the average burst size and p is the offered input load. The
arriving bursts are intended for one of the N possible outputs, so
the incoming traffic can be in one of three states:

e State 1: There is no incoming cell on the observed input.

e State 2: There is an incoming cell on the observed input, which is
not intended for the observed output.

e State 3: There is an incoming cell on the observed input which is
intended for the observed output.

The finite state machine of the observed XB's incoming traffic is
shown in Fig. 2, and the transition probabilities are given by (3).

B (1-p)a-» (1-8)r
[Pi] = | (1-e)p a+(1-a)(1-B)(1-y) (1-a)(1-8)y (3)
(1-wp (-a(1-8)(1-y a+(0-a)(1-8)y
where y=1/N.

Fig. 2. Traffic source finite state machine.

3. Buffer state model

Our method for the throughput calculation is based on a vir-
tual buffer model, which is a modification of the one presented
in [4]. This virtual buffer model basically models two queues: the
observed XB (each with length of s) and the corresponding virtual
buffer (VB) which is composed of head-of-line (HOL) cells from a
non-empty XBs from the observed output line (see Fig. 1). To sim-
plify the model we made an approximation that all XBs from the
observed output line have the same distribution. Also, we assumed
that the processing in each time slot is conceptually divided into:
the departure phase, in which packets leave the switch; and the
arrival phase, in which packets arrive on the input lines of the
switch and are stored in the corresponding crosspoint buffer, if it
is not full. In this analysis the departure phase precedes the arrival
phase. Besides the information of the observed XB's and VB's occu-
pancies, it is necessary to take into account the state of the traffic
source on the observed input. Therefore, the system is modeled by
3D Markov chain that considers the occupancy of the observed XB
(labeled by L), the state of the traffic source on the observed input
(labeled by G), and the observed VB's length (labeled by W). The
state distribution vector, 7(; 4 ), is defined as the probability that
the observed XB at the end of the time slot has L=1 cells, the traffic
source on the observed input is in the state G =g, and that the virtual
buffer length is W =w, for [€]0, ---, 5], g€[1, 2,3],we [0, ---, N].
The corresponding transition matrix is given by (4).

Matrices that define the probabilities of moving to the states of
lower, higher and the same order are denoted as A_1, A1 and Ao,
respectively. Since the departure phase precedes the arrival phase,
the case of previously full XB when the loss can occur (Cp), and the
cases of previously empty XB when the arriving cell cannot leave
the buffer (Dg, D1 ), must be carefully considered.

Dy D 0 O ... O
A1 A A O .. 0
0 A4 A Ay - O
T= (4)
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The virtual buffer lengths at the end of previous and current time
slots are W; and W¢, respectively.
The probability of a new cell arriving at the observed XB which
was empty at the end of the previous slot is given by:
7(0,1,wpP13 + 70,2,w)P23 + 70,3, P33

(5)

Hown) = T0,1,wp) + 7(0,2,w;) T 7T(0,3.w,)

The probability that the observed non-empty XB contains only one
cell at the end of the previous slot, while no new cells arrive in the
current slot, is given by:

3
Zk:] n(l,k»Wz)(l - P3) (6)
Z?ﬂ”(i,hwl) + 7T,2,wy) t T(0,3,W))

Let Prew;, w,) and Pg(w,,w,) be the probabilities that a HOL cell of the
observed XB is forwarded to the output or blocked, respectively,
during the current time slot. Then, the following relation is derived:
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