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Abstract

Modeling of radio channel behavior is very important for digital communication. It is the reason why several propagation
models have been implemented to take into account the electromagnetic phenomena inherent to the radio wave channel. So,
among these models is the family of statistical distributions, fast in computation time, to describe channel fast fading. In this
study context, our problematic is to find among the different statistical laws the one which best coincides with radio channel
behavior. Different research has been realized on this subject over about 20 years. Thus, the Kolmogorov–Smirnov (KS) test
using cumulative distribution functions (CDF) is usually employed by the radio mobile community partly for its simplicity.
Nevertheless, there exist other approaches like Kulback–Leibler (KL) divergence, which consider distances between proba-
bility density functions that may be respresented as histograms. The bins of those histograms are obtained empirically, i.e. the
bins are same size and their number is arbitrary. The authors propose approaches allowing optimal histograms in terms of the
number and size of bins. These approaches are based on information criteria and we show that the KL discriminative method
is more stable with the optimal histograms than with the empirical one. Moreover, our approaches are more reliable than the
KS test whatever the number of considered samples. This last point is directly connected to the campaign of measures or of
deterministic simulations, the duration of which can be very significant.
� 2009 Elsevier GmbH. All rights reserved.
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1. Introduction

In the radio mobile communication context, the predic-
tion of the propagation channel is crucial. Indeed, the latter
is associated with the multi-path phenomenon which pro-
duces fast fading variations of the narrow band received
power during mobile communication. Therefore, this phe-
nomenon presents the risk of inter-symbol interference,
brutal rupture of the communication, etc. [1]. It is the reason
why the modeling of radio channel fast fading has been in-
vestigated to predict the behavior of the latter during a short
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spatio-temporal lap [2]. Two family models exist. The first
one consists in predicting these fast variations determinis-
tically according to the studied environment characteristics
[2,3]. Nevertheless, their drawback is the excessive compu-
tation time associated with precision, especially since the
fast fading step is close to the half-wavelength and the stud-
ied environments are complex. So, the second family con-
siders statistical distribution models [2]. These are very fast
in computation time compared to the preceding ones. More-
over, they are based on data provided by measurements or
from deterministic simulations. Several statistical models
are used to predict the behavior of fast fading. Among them
Nakagami, Weibull and Rayleigh distributions are generally
employed. Most of all, the choice of one of these models is
made via discriminative methods like Kolmogorov–Smirnov
(KS) using cumulative distribution function (CDF), provided
by the analyzed empirical data. But we can also consider
divergence [4], as Kullback–Leibler (KL), between prob-
ability density functions (PDF). Classically, the PDF are
represented by histograms at k bins. Nevertheless, these
histograms are not optimized in terms of bins. That leads,
in some cases, to difficulties in identifying the best statisti-
cal laws associated with fast fading behavior and especially
since the number of samples decreases. So, we propose, in
this article, new methods based on histograms and informa-
tion criteria (IC), which allow discrimination in all cases of
the best statistical law from among group. Much research
has been carried out in this domain and for this application
context [4–9] but, to our knowledge, nothing considering
optimal histograms, in terms of variable size and minimal
number of bins, has been approached in this case. This article
is split into three sections. Firstly (Section 2), we introduce
the measures between PDF and we recall the IC principle.
Secondly, in Section 3, we present a comparison test allow-
ing validation of our discriminative methods. Lastly, Section
4 considers realistic scenarios in which we evaluate the best
statistical laws connected to fast fading behaviors in LOS
(line of sight) and NLOS (non-line of sight) configurations.

2. Theoretical tools

2.1. Some measures between probability laws

Disposing of two random variables X and Y , those being
theoretical or empirical, one would like to compute a dis-
tance between them. The most used tool to this end is the
KS distance. Denoted by FX and FY the CDF of those vari-
ables, theoretical or empirical according to X and Y , that
distance is given by

K S(X, Y ) = sup
t

{|FX (t) − FY (t)|} (1)

Even though that measure is easy to use, it lacks discrim-
inative power as shall be seen in the following: a sample
from a known Gaussian variable might be as close to this

very variable as to another Rayleigh variable for instance. To
solve this problem, and in the case where our variables have
PDF fX and fY , the family of �-divergence [10] also gives
several tools to measure the distance between them. Among
them, we will use the classical KL divergence, such as

K L(X, Y ) = 1

2

∫
( fX − fY ) log

(
fX

fY

)
d� (2)

where � is, for instance, the Lebesgue measure. Note to
the KL divergence is a distance. In the following, our data
will be of an empirical nature (deterministic simulation).
With such data, it is easy to compute KS tests via empirical
CDF. However, if one wants to use KL divergence, the first
problem is to estimate a PDF. We choose here to use an
optimal histogram estimation.

2.2. Histograms estimating an unknown density
function

Several methods exist to build a histogram of an unknown
PDF fX of a random variable X defined on an interval I of
R, from a sample or realisation x = (x1, . . . , xn). We discuss
here the usual empirical method and optimal model selection
methods.

2.2.1. Empirical method
One may always choose a number of bins, say k, to build

a histogram with k regular bins. That k is often chosen at
�2

√
n − 1� to give the so-called empirical histogram. How-

ever, that choice of k does not provide an optimal represen-
tation of the PDF and this histogram might therefore not be
adequate for computing KL distance as required.

2.2.2. Model selection methods
Model selection methods, and in particular information

criteria, may be used here to avoid the empirical choice of k.
They are mainly based on the minimization of a cost. If the
Kullback–Leibler cost is used, we obtain the Akaike infor-
mation criterion (AIC) [11]. But Schwarz [12] suggested the
widely known Bayesian information criterion (BIC) based
on the Bayesian justification. A different approach was in-
troduced by Rissanen [13]. This criterion is referred to as
minimum description length (MDL) and can be compared
to BIC [14]. The use of model selection makes it possible to
build a purely database histogram that retains only inherent
information of the sample; which the empirical histogram
does not since it always depends on the a priori choice of k.

2.2.3. The criterion used
Our use of IC to select a histogram has a strong theoretical

background since it is based for the MDL criterion on the
stochastic complexity ([13,15] and more lately in [16]) to
which had been added an optimal coding information in Coq
et al. [17]. We use the idea that any partition of I allows
encoding of the data without losses. The best histogram is
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