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Abstract

This paper presents an analytical model to study the throughput performance of TCP with an Additive Increase Smooth Decrease
(AISD) strategy. The new AISD-based TCP protocol produces smooth transfer rates and performs the flow and congestion control func-
tions of TCP. As a result, it is suitable for streaming applications and solves the unfairness problem that occurs when TCP and UDP
share the same bottleneck link. The AISD strategy is very simple to implement, only modifies the multiplicative part of the Additive
Increase Multiplicative Decrease strategy of TCP, and can be implemented in any TCP version. The smooth part of the strategy is imple-
mented using a low pass filter that considers history in the calculation of the congestion window. The modeling of this new strategy raises
new challenges compared to the classical TCP modeling in two ways: first, it needs to be adapted to a more complex dynamism of the
congestion window, and second, the model needs to incorporate a scheduler that periodically updates the value of the congestion win-
dow. The model is progressively built to finally characterize the steady-state send rate and throughput of a flow as a function of the loss
probability, the round-trip time (RTT), the time-out interval, and the scheduler interval. The performance of this AISD-based TCP is

compared analytically and experimentally with TCP Reno, and its superior performance is demonstrated.
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1. Introduction

The amount of streaming traffic over the Internet con-
tinues to grow. Many applications not available a few years
ago are considered main stream today. This is the case of
videoconferencing and voice, which were traditionally
transported over circuit-switched networks. The Internet,
dedicated to carry traffic from data-oriented applications,
has now to handle both types of traffic, while providing
good performance. Unfortunately, TCP and UDP, the cur-
rent transport layer protocols used to carry data and
streaming applications, do not work together very well. It
is well known that during congestion events, when TCP
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and UDP share the same bottleneck link, UDP is not fair
to TCP, obtaining a disproportionate share of the band-
width [5]. In [25], the need for end-to-end congestion con-
trol for streaming applications has been recently
emphasized as the solution to this fairness problem and
the congestion collapse problem in the Internet [5].

In this paper, we present an analytical model to study
the steady-state throughput performance of a TCP proto-
col with an Additive Increase Smooth Decrease (AISD)
strategy, like the one proposed in [1]. The new AISD-based
TCP protocol changes the Multiplicative decrease part of
current TCP versions for a Smooth decrease strategy that
makes the protocol appropriate for real-time applications.
In addition, the protocol retains all the other mechanisms
and properties of TCP. Thus, the reliability of the protocol
is as good as TCP’s for data applications, and the flow and
congestion control mechanisms eliminate or substantially
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reduce the unfairness problem. This strategy, which is
implemented with a low pass filter that considers history
in the calculation of the congestion window, has been
shown to provide better throughput performance to data
applications, smooth transfer rates to streaming applica-
tions, and complete fairness if data and streaming applica-
tions utilize the protocol [1].

The model presented here is very complete compared
with current TCP models. As in other models, ours also
captures the behavior of the protocol as a function of the
channel loss rate and the round trip time (RTT) of the con-
nection, and includes the fast retransmit mechanism and
the effects of time-outs. In addition, the model indirectly
includes the fast recovery and slow start processes, not usu-
ally considered in most models. These two mechanisms are
embedded in the smooth decrease strategy, which governs
the dynamics of the congestion window after loss events,
and eliminates the need of the slow start phase. However,
the modeling of the AISD strategy goes beyond current
models because of the complexity of the processes that
need to be included. First, the analysis of the dynamics
of the congestion window is complicated by a recurrent for-
mula that also depends on time and on the type of event
that triggered the update. Second, the calculation of the
congestion window does not occur only when a loss is
detected, as in the case of TCP, but also, in the absence of
such losses. The low pass filter that implements the AISD
strategy runs a scheduler that triggers the update of the
congestion window at periodic intervals. We believe that
in addition to the performance evaluation of the protocol,
this paper provides a guide for other researchers to model
these other mechanisms, which are embedded in several
other protocols.

The theoretical model of the AISD-based TCP protocol
includes two processes: the dynamics of the congestion
window and the packet loss process. These two processes
are included in the model progressively. First, the model
considers only losses detected by triple-duplicate acknowl-
edgments, with the restriction that one such loss happens
during each scheduler’s interval. The model then incorpo-
rates losses detected via triple-duplicate acknowledgments,
while eliminating the above restriction. Finally, the model
includes losses detected via time-outs.

The rest of the paper is organized as follows. Section 2
provides a brief literature review in the area of TCP mod-
eling. Section 3 describes the AISD-based TCP protocol
and the filter utilized to calculate the congestion window.
Section 4 presents the analytical characterization of the
steady-state send rate and throughput of the protocol as
a function of the loss rate, round trip time, and the dura-
tion of the scheduler’s interval. Performance results that
illustrate the behavior of the proposed protocol compared
with TCP Reno are included here. In Section 5, a Linux-
based Webl100-Dummynet testbed is utilized to provide
experimental results comparing the current SACK version
of TCP with the AISD-based TCP protocol. Finally,
Section 6 concludes the paper.

2. Related work

Since its inception several years ago, the Transmission
Control Protocol (TCP) has grown to be the most impor-
tant and widely used communication protocol. Over all
these years, many algorithms and mechanisms have been
embedded into TCP to improve its performance. For
instance, TCP Tahoe [8], TCP Reno [8], TCP Newreno
[9], TCP SACK [4,15], TCP Westwood [18] and TCP Vegas
[2] are some of the important versions of TCP that have
emerged as a result of these enhancements. These mecha-
nisms and algorithms are very well known and, therefore,
not described here. Similarly, several protocols and
algorithms have been proposed to solve the TCP-UDP
unfairness problem, which can be broadly classified in router-
based or end-to-end solutions. A survey on this topic can be
found in [17] and the references therein. One of the most
important problems facing all these solutions is the lack
of practical implementation. This is due to performance
issues, because the algorithms are too heavy to be imple-
mented in routers or do not perform well enough, or due
to the fact that they constitute complete new solutions, dif-
ficult to replace in practice. The AISD-based TCP protocol
proposed here has the potential to overcome these prob-
lems, as it is TCP-based and very easy to implement in practice.

Several analytical models and performance evaluations of
the most important TCP versions have appeared in the liter-
ature. These works have concentrated on different aspects of
the protocol [3,7,10,11,14-16]. While some concentrated on
modeling the throughput of infinite TCP connections as a
function of the round-trip time and the packet loss rate
[10,11,14-16], others concentrated on modeling the latency
of finite connections as a function of the transfer size,
round-trip time, and packet loss rate [3,15]. Since the
proposed protocol is TCP-based, studying the classical
TCP analytical models is the starting point in understanding
the process of construction of its analytical model.

Analytical models for TCP Tahoe, Reno, and SACK are
included in [15] to estimate both the latency and the steady-
state throughput of the protocols. Based on the analytical
models, the three versions of TCP are then compared.
The throughput of TCP Vegas is modeled in [14], as a func-
tion of the average round trip time, minimum round trip
time, and the loss rate of the transfer. The model includes
the slow-start, congestion avoidance, and congestion
recovery mechanisms. The latency of a TCP connection is
modeled in [3] as a function of the transfer size, round trip
time, and packet loss rate. The model includes both the
connection establishment and data transfer phases. This
approach is intended to predict the performance of both
short and long TCP flows under different packet loss
conditions. Perhaps the most well-known model that char-
acterizes the steady-state send rate of a bulk transfer TCP
flow is the one presented in [11]. The model captures both
the fast retransmit and the time-out mechanisms of TCP
Reno and calculates the send rate and throughput of a
TCP flow as a function of the loss rate and the round trip
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